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This document ighe first version of thethdustrial Internet Reference Architecture Technical
ReporQlt initiates a process to create broad industry consensus to drive product interoperability
and simplify development dhdustrial Internetsystems tlat are better built and integrateavith
shorter time to marketand at the end better fulfill their intended uses

The Industrial Internet is being shaped by many participants from émergy, lealthcare,
manufacturing, transportation and public sectors, each witkomplex and fasthanging
architectures To avoid fragmentation and a loss of interoperability, and the concomitant
increases in cost and length of development, it is important and urgent to build @arsensus
among the participants on major architecture questions.

Accordingly, we have identified what we believe are the major architecture issues and we have
examined these issues based on a formal architecture framework. We believe we have arrived at
areasonable statement of what the most important architecture components are, how they fit
together andhow theyinfluence each other. This first versiof the document contains our

initial findings and its publicatiois an opportunity to gather early fedack from industy
participants, especially across industrial sectors, so we can improve it quickly in its subsequent
versions

Consequently, this document is broad, rather than delps intended to be informative and to
broaden understanding of thessues. It is not a normative technical specification that would
require conformance or complianceAs we proceed, this document will be supported by a
collection of other documents that discuss topical subjects in greater depth.

The audience for this dootent includescomponent and systenproviderswho can use this
document to guide the development of interoperable technologies and solutions, and system
implementers who can use it as a common starting point of system conception and .design
Interested partes may alsausethe framework to build and select interchangeable technology
and solution components

1 RATIONALE ANGONTEXT

This document describes a Reference Architecture for Industrial Inte3gstems It defines
Industrial Internet Systems, and spée#f an Industrial Internet Architecture Framework to aid in
the development, documentation and communication of the Industrial Internet Reference
Architecture. We begin by describing our scope.

1.1 THEINDUSTRIAINTERNET

The Industrial Internet ismainternet of things, machines, computers and people, enabling
intelligent industrial operations using advanced data analytics for transformational business
outcomes.t embodies the convergence of the global industrial ecosystem, advanced computing
and manufactumg, pervasive sensing and ubiquitous network connectivity

There are many interconnected systems deployed today that combine hardware, software and
networking capabilities to sense and control the physical world. Timekestrialcontrol systems

[IC:PUB:G1:V1.07:PB:20150601 --8-- Version 1.7
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contain enbbedded sensors, processors and actuators that prothdeapability to serve specific
operational or business purposes, but, by and large, these systems have not been connected to
broader systems or the people who work with them.

The Industrial Internetancept is one that has evolved over the last decade to encompass a
globally interconnected network of trillions of ubiquitous addressable devices and collectively
representing the physical world.

The Industrial Internet effort will bring industrial contrgystems online to form largend-to-end
systems, connecting them with people, and fully integrating them with enterprise systems
businessprocesses and analytics solutions. These -tendnd systems are referred to as
Industrial Internet Systems (IIS®Yithin these 1ISs, operational sensor data and the interactions
of people with the systems may be combined with organizational or public information for
advanced analytics and other advanced data processing (e.g-bast policies and decision
systems) The result of such analytics and processing will in turn enable significant advances in
optimizing decisiommaking, operation and collaboration among a large number of increasingly
autonomous control systems.

Industrial Internet systems cover energy,edthcare, manufacturing, public sector,
transportation and related industrial systems. As such, many 1ISs operate in mission critical
environments and so demand high standards of security, safety and resiliency, different from
those in the consumer and conertial sectors. We do not draw a clear boundary between these
types of systems. Rather, we focus on the reference architectures required for industrial systems
with the understanding that many concepts defined here may be applied in other types of
systems.

To be effective, an IIS requires significant increases in levels of performance, scalability and
efficiency. For rapid and widespread deployment, the 11Ss must be easily understandable and
supported by widely applicable, standdbdsed, open and horizontarchitecture frameworks

and reference architectures that can be implemented with interoperable and interchangeable
building blocks. These are the key motivations of this document.

1.2 REFERENG@RCHITECTURBNCEPTS

A reference architectureprovides guidance for the development ofystem, solution and
application architectures. It provides common and consistent definitions in the system of
interest, its decompositions and design patterns, axcbmmon vocabulary with which to discuss
the speification of implementatios so that options may be compared.

Example: Aeference architecture for a residential houstatesthat all residential houses
need to provide one or more bedrooms, bathrooms, a kitchen and a living &res set of
roomsisaccessible inside the hoaghrough doors, hallways argfairways and from outside
through a main and a back door. The hopsavidesa safe environmenagainstthreatssuch
asfire, hurricanesand earthquakes The structure of the house needs to sustairow and
wind loadthat may be found iiits local environmentThe house needs to provide reasonable
measures to detect and prevent unauthorized intrusions.

[IC:PUB:G1:V1.07:PB:20150601 --9-- Version 1.7
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A reference architecture provides a common framewarund which more detailediscussions

can cener. By staying at a higher level of abstraction, it enables the identification and

comprehension of the most important issues and patterns across its applications in many
80 different use casedBy avoiding specifica, reference architecture allonsibsequendesigrsto

follow the reference architecture withouthe encumbrance ofunnecessary and arbitrary

restrictions.

1.3 INDUSTRIAINTERNEREFERENGERCHITECTURE

Thelndustrial InternetReference Architectur@IRA)is astandardbasedopen architecturefor

85 IISs. To maximize its value, the lIRAlrasd industry applicability to drive interoperabilityg
map applicable technolodes, and to guide technology and standard developmenthe
description and representation of the architecture are generic and khigh level of abstraction
to support the requisite broad industry applicability. The IIRA distills and abstracts common
characteristics, features and patterfrem use cases well understood at this time, prominently

90 those that have been defined in thiedustrial Internet ConsortiungliC) The IIRA desigis
intended totranscendiil 2 R € Q& | gFAfl o6fS G(4SOKy2ft23ASa | yR
technology gaps based on the architectural requirements. This will in turn drive new technology
development efforts by the Industrial Internet community.

1.4 MAJORCOMPONENTS OF THECHNICAREPORT

95 This technical report is divided into two parts. The first p@hdgptes 1~7) provides rationale
and context for the types of system under consideratiGhdpterl), and their key characteristics
(Chapter2),the architectural framework we use to describe the reference architectGreapter
ov>X YR SIOK 2F (KS 02YLRYySyd LI NI &ChapttW @A S g L2
4~Chapteri7). The second partGhaptes 8-16) provides an analysis of key system concéras
100 require consistent analysis across the viewpoitttsensureconcerted system behaviors. We
conclude with referencesOhapterl?).

The force behind the Industrial Internet is the integration dbimation Technologies (IT) and
Operational Technologies (OT)hat integration is now realized several domains as described
in Chapters 4~7Further exploration of IT/OT issues is deferred to later versions.

105 The lIC Vocabulary defines terms used in this documenbdret 11C documentgl].

1.5 NEXTSTEPS

The publication of this first versiasf this Technical Report enables feedback. As more use cases
are developed, more real systems built, and mdi€ estbeds deliver results, we will
continuously explore the general architecture of Industrial Inter@gtstems guided by the

110 feedback from tlese activities, both to refine this document and produce new works built on it.
Meanwhile, we shall define which standards and technologies fit into the building blocks of the
reference architecture, identify gaps and define requirements for improvement.
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2 KEYSYSTEMHARACTERISTI&SD THEIRSSURANCE

2.1 KEYSYSTEMHARACTERISTICS

An Industrial Internet Systerwill exhibit endto-end characteristics, such as safety, security or
resilience. Such characteristics are emergent properties or behaviors of theuléngfrom the
properties of its various components and the nature of their interactions. Because |ISs are large
scale, heterogeneoysbuilt with multi-vendor components often broadly distributedand
continuously evolvingit is a challenge to defineneasure, enforce and maintaite system
characteristicover time. For these reasonge give prominent treatment t@ few key system
characteristicsn this document

A system characteristic is delivered through four elements:
f G§KS 3&eéail S Yaamporkmsyaauiheigintdrattions
1 the engineering process by which the components are created and the system assembled
(system engineering)

1 the way the system is used and maintained (system operations) and
1 the evidence gathered throughout the full lfgcleof the components and systents.

GCommon system characteristics include upholding privacy expectations, reliability, scalability,
usability, maintainability, portability and composability but three are key to the discussion of IISs
because of their dticality in ensuring the core functions, rather than the efficignafythese
functions, of the system:

Safety the condition of the system operating without causing unacceptable risk of physical injury
or damage to the health of people, either directty,indirectly as a result of damage to property
or to the environmen#f

Security the condition of the systenoperating without allowingunintended or unauthorized
access, change or destructiohthe systenor the dataandinformation it encompasses

Redience the condition of the system being able to avoid, absorb and/or manage dynamic
adversarial conditions while completing assigned mission(s), and to reconstitute operational
capabilities after casualties

4 Broadly speaking, a lifecycle of a system includes activities for requirement specification, design,
development, manufacturing, test, assembly, integration, delivery, deployment, verification, evolution
and upgrade, wtdeployment, and disposal of the $gm. We will not hereafter refer to the specific
activities unless it is necessary.

5 [EC 61508Functional Safetj25]
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Desired system characteristics and the degtieey are needed vary by system. They may be
motivated by business context and values, be mandated by regulationscantiactual
agreementspr simply be commonly expected behaviors for a specific type of system. Note that
some of these desired charactdics may be negated by unintended side effect of other

unrelated system behaviofs

To preserve these system characteristics in the evolving IISs, continuous tracking and auditing
should be provided throughout the lifecycle of these systems

The number of reports of security attacks on large enterprise and infrastructure systems is rapidly
increasing, along with the level of damage they have wrouliiése attacks areetter organized

and employ attack techniques of evircreasing leveal of sophistication. The actors in these
attacks are becoming more diverse and include anyone from insiders to casual hackers, terrorists
and statesponsored actors. Security for Industrial Internet systems from design, development,
and deployment to operationsnust be heightened to mitigate the increased security risks. We
therefore give security, a key system characteristic, a strong emphasis in this document.

2.2 SYSTEMHARACTERISTASSURANCE

System haracteristics are often subject to regulatigm®mplianceequirementsand contractual
agreementsand thusneed be measured and assessedhe foundation for claiming such
characteristics covers three major aspects:

Systemnengineering Evidencesupporting system characteristiosust begathered and provided,
with proper tracking and certificatiorgn the components and the system formed from their
combinationthroughout the entire lifecycle of activitielf. may includespecific attributes of the
software and hardware, documentation on the way it was constructdtere it was developed
and by whomandrecords ofthe types of component testing and analysaried out,and the

results thereof.

Systemoperations A system characteristic may depend on hoa systemis being used
independent from the quality of the system design and components. Evidence mastbable
to demonstratethat the system operationabrocessessupport the characteristic.This may
include evidence that the system is being usedit®intended purposend the qualification of
the personnel who play a role in its operations.

SC2NJ SEFYLX Sz I &aeadSy GKI &
may also violate privacy expectations of that individual.

iNJ O &

| -gverhogrR Ale@ A R dzI £ Q

"Examples of security related compliances include Common Ciig8fiand varioug=ederal Information
Processing Standards (FIB9cificationsExamples of safety related compliance include the application

of DO178B/C to avionics softwargggtems certification by the FAA. Compliance will notdken up by

the RA but may be addressed by future more detailed documents, as they are greatly dependent on the

specific vertical and deployment scenario.
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Systemauditing: The system and its processd®ll support the collection and the evaluation of
metrics and logs necessary foonitoring andauditingthe important characteristicgvionitoring
and audit processeshould be establishedndaudit recordsmust be maintained.

BecausellSs are built from mukvendor components and solutions, possibly composed
dynamically after deploymentengineers muste able toaccess recorded clasnand their
supportive evidences of specific system characteristics in components to evaluate, select, acquire
and assemble qualified components into the desired IIS

Example: In the residential house example abaw&rmation aboutfire resistance, load
bearingcapabilities and structural integrigf the materialanustbe available to support the
claimedd 1 S& &adeaidSyYy OKLI Nlindvdoalighcanstiucdedhongst al FSie F2NJ

Similarly the softwarein a Bluetoothenabled devicghat controls the Bluetooth interface

and communicates with externantities should have informabn available to support the
assessment of the key characteristics in its fithess for a given use case. This information may
include coding practices amdviews,testsand assessments done with respect to its strength

to accidental inputs, malicious attacks, and #mownissues and their risks in coding, design

and architectureif any. It may alsdnclude regular and contingenupdate process and
methodsto address newly discovered vulnerabilities.

Supported by the information along with testable results as evidence, we can ascertain that
it is, for example, safe and secure enough to use in an interface to an insulin pump

An assurance casi] [3] [4] is an argument supporting a claim thah &S satisfies given
requirements, ina traceable manner. Assurance caspsvide a means to structure the
reasoning abousafety, security oresiliencyin a given environment, so thaystem creators can

gain confidence that systems will work as expected. The assurance case also becomes a key
element in the documentation of the system and provides a map to more detailed information.

The activities required to construct an assurance case are similar to those that would normally
occur when developing a system with required behaviors and chaistits. Assurance cases
highlight and explicitly present the claims, evidence and reasoning that relates them together in
a reviewable form. The explicit connections between what is claimed and the evidence used to
support that claim makes the assurancase a useful tool for third parties who need to have
confidence that the IIS exhibits the desired characteristics.

Assurance cases are also often used to support the iterative review and revision of the
implementation of the claimed characteristics untiet stakeholder gains sufficient confidence
about the system displaying the claimed behaviors.
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3 INDUSTRIAINTERNEREFEREN@RCHITECTURE

3.1 INDUSTRIAINTERNEARCHITECTURRAMEWORK

Many stakeholders are involvegihen considering complex systems suchtasse expected of
Industrial Internet Systems (IIS$hese stakeholders have many intertwining concerns pertinent
to the system of interest. Thie concerns cover thdull lifecycle of the systemand their
complexity call$or a frameworko identify and classifthe concernsnto appropriate categories

so that they can be evaluated and addressed systematically

To address this need, the Industrial Internet Consortium has definedicitectureframework

that describesthe conventions, principles and practices for the description of architectures
established within a specific domain of application and/or community of stakeholBased on
ISO/IEQEEE 42010:2011[5], the IICArchitecture Frameworkacilitates easier evaluation, and
systematic and effective resolution of stakeholder concerns, and serves as a valuable resource to
guide the developmenand the documentation of, and the communication about, the Industrial
Internet Reference Architecture (IIRA).

The ISO/IEC/IEEE 42010:2011 standard specification caiiesonventions and common
practices of architectingnd provides a core ontology fothe description of architecturesThe
IIAF adopts the general concepts and construntghis specification e.g. architecture and
architecture frameworkconcern, takeholder andviewpoint

The termconcernrefers toany topic of interest pertaining tohe system A stakeholderis an
individual, team, organization or classes thereof, having an interest in a systemawpoint
consists otonventionsdramingthe description and analysis specific system concerns.

The stakeholders, concerns, viewpaand their relationship, & shown inFigure3-1, form the
basis of theArchitecture FrameworkThe Industrial Internet Reference Architectuiis fully
described bythe analysison the set of specific concerns in viewpant

Example: Syposewe want toaddress theconcerns of what théunctionalsubsystems are,
acrosswhat interfaces they interacand how they interact to realize the desired system
behaviors A functional decomposition of the systewan makeeach of the subsystems
easierto conceive, understand, design, implement, reuse and maintdicomponent
diagram may be used to describe structure of the subsystems and their inter$agesnce
diagrans the wayin whichthe subsystems interacand gate diagrans the way in which

the system or one of its subsystslmehaves in response to external everfthese diagrams

and their associated documentation collectively describe and address the concerns of the
functional viewpoint.
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Stakeholders

Figure3-1 Architecture Framework

= Concern 1.1
= Concern 1.2
Viewpoint 1
= Concern 2.1
= Concern 2.2
Viewpoint 2
* Concern 3.1
* Concern 3.2

Viewpoint 3

* Concern 4.1
= Concern 4.2

Viewpoint 4

3.2 INDUSTRIAINTERNEYIEWPOINTS

The various concerns of an IIS are classified and grouped togetfmragsewpoints

1 Business

1 Usage

1 Functional

1 Implementation

As shown inFigure 3-2, these four viewpoints form the basis for a detailed viewpéigt

viewpoint analysis of individual setf Industrial Internet System concerns.
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Business Viewpoint

Usage Viewpoint

Functional Viewpoint

Implementation Viewpoint

Figure3-2 Architecture Viewpoints

250 TheBusiness Viewpoirattends tothe concerns of the identification of stakeholdeasd their
business visionjaluesandobjectivesin establishing an 1IS in its business and regulatory context.
It further identifies howthe IIS achievesthe stated objectives through its mapping to
fundamental system capabilities.

These concerns are businesmsented and are of partular interest to business decisionakers,
255 product managers and system engineers

Theusageviewpointaddresses the concerns of expecw®gtemusage. It is typically represented
as sequences of activities involving human or logical ubatgleliver itsintended functionality
in ultimately achieving its fundamental system capabilities.

The stakeholders othese concerngypically includesystem engineers, product managers and
260 the other stakeholdersncluding theindividualswho are involved in the spea#tion of thellS
underconsiderationrand whorepresent the users iits ultimate usage

Thefunctionalviewpointfocuses on the functional componerntsan I1Stheir interrelation and

structure, the interfaces and interactions between theand the relation and interactisof the

system with external elements in the environment, to support the usages and activities of the
265 overallsystem.

These concerns are of particular interest to syst@ma componentarchitects developersand
integrators

The implementationviewpoint deals with thetechnologiesneededto implement functional
components their communication schemes and their lifecycle procedures. These components

270 are coordinated by activities (Usage viewpoint) and supportivehef system capabilities
(Business viewpoint).

These concerns are of particular interestsygstemand componentarchitects developersand
integrators andsystemoperators
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3.3  SECURITY ACROSS YHENPOINTS

Security of industrial control systems today often reliesphysical security, the isolation of the
systems and the obscurity pfoprietary communicationprotocols. Industrial Internet Systems,
on the other hand, are, by naturepnnected and distributed. They continually exchange data;
they are deeply integratedvith enterprise systems; and they evolve over their lifetimes,

converging with other 11ISs. Consequently, their attack surface is significantly larger than isolated

industrial control systems.

[ISs call for an integrated approach to security spanning thesipal world (including direct
observability), the network world (including preservation of rights to the use of data), and the
business world (including property rights and rights to make contracts). They simply taatot

securityas a separate, addn design concern.

3.3.1 AN INTEGRATED APPROATEECURITY

ThellCReference Echitecturetherefore integratesecurity policies fophysical planthardware,
software and communicatioas core to system design, across all the viewpoints:

1 The business viewpoirgstablishes the return on investment feecurity,in the context

of other considerations such as performance or consumer satisfadticaiso defines

requirements forsecuritycompliancebacked bysecurity metricghat are collected
1 The usage viewpoirgtrives to make security transparent to the user, minimizingjr
involvement, and to establish astrong differentiation between machineto-machine

protocols and human interaction.

1 The functional viewpoint definewhat security functions must be providddr each

functionaldomainand how they work in concert to provide consistent security for the

system as a whole.

1 The implementation viewpointapplies security technologiesn respect tocommon

architecture patterns and system components.

3.3.2 THREAMODELINGNDSECURPESIGN

All elements iman lISare subject to various threats from various kinds of aataasyone from

employees and other insiders to casual hackers, terrorists, and-sgatesored actors, including
FTNRY 2ySQa 2y aidl G sritysGoBpfehehsive tBréaOnso8eRndf uskrs, &

assets data and entry points considefs:

1 the solution as a whole
1 the security and privacy features

1 the features whose failures are security relevant

8 A structured analysis to identify, quantify, and address the security risks associated witlplaratigpn

or a system.
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1 the features that cross a trust boundary separatiiiferent trust levels or domains

Secure system design requires consideration of not only threats and the typical software issues,
but also hardware design at chip and device level, physical plant design, a robust personnel
security program and supply aim security.

The functional capabilities that address these threats manifest differently in each viewpoint: they
need to have a business rationale and value (business viewpoint), be coordinated by specific
activities and roles (usage viewpoint), havedpe security functions (functional viewpoint), and
dictate some architectural and deployment properties while relying on specific technologies
(implementation viewpoint).
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4 THEBUSINESSIEWPOINT

4.1 HB.EMENTS OF TBBSINESYIEWPOINT

Businessoriented conerns such asalue propositiongexpected return on investment, cost of
maintenance and product liabilitpnust be evaluated tven considering amndustrial Internet
Systemas a solution to business problems. To identify, evaluate and address these business
concerns, we introduce a number of concepts and define the relationships between them, as
shownin Figure 41.°

Business Decision Makers & System Engineers &
Other Stakeholders, etc. Product Managers, etc.
Present Identify Develop Develop Identify
Derive Derive Derive
Visions Values & Experiences Key Objectives Fundamental Capabilities
Validate Deliver Support
Support Support
Business Viewpoint
Usage Viewpoint
Derive ) Derive
Derive
Usage Activities System Requirements
Support

Figure4-1 Value and Experience Model

Stakeholderbave amajorstake in the businesand strongnfluencein itsdirection. They include
those who drive theconception anddevelopment oflISsin an organizationThey are often
recognized as key strategic thinkers and visionaries within a company or an industry. It is
important to identifythese key stakeholders and engage them early in the process of evaluating
these businessrientedconcerns

% Thisapproachis based on the workin loT Experience FramewditkTEF,)presented to the Industrial
Internet Consortim by Intel Corporatiomnd theBusiness Motivation Model (BMM24] by the Object
Management Group (OMG), consistent with best practices in this dorBaime ofthe terminologyhas

beenchanged to be consistent with the ISO/IEC/IEEE 42010:2011.
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Visiondescribes a future stat®f an organization or an industrf. It provides the business
directiontoward whichan organization executeSeniao business stakeholders usuatigvelop
FYR LINBaSyid Wsgionz2NBFYAT I GA2yQa

Values anaxperienceseflect how thevisionmaybe perceived byhe stakeholders who will be

335 involve in funding the implementation of the new system as welbathe users of theesulting
system These values and experienca® typicallyidentified by senior businessnd technical
leaders inanorganization. They provide the rationaletaswhy the vision has merit

KeyObjectivesare quantifiablehigh-level tetinical and ultimately businessitcomesexpected
of the resultant system in the context of deliveritige values andexperiencesKey djectives

340 should bemeasurable andime-bound. Senior business and technical leaders developKkbg
Objectives

Fundametal capabilitiesrefer to highlevel specificatios of the essentialability of the system
to complete specific core businesasks!! Key objectives are the basis for identifying the
fundamental capabilitiesCapabilities should be spdeid independentlyof how they are to be

345 implemented(neutral to both the architecture and technology choices) so that system designers
and implementers are not unduly constrained at this stage.

The process for following this approach is for the stakeholders first to fgehi vision of the
organization and then how it could improve its operations through the adoption of an IIS. From
the vision, the stakeholders establish the values and experiences of the 1IS under consideration
350 and develop a set of key objectives thatlwirive the implementation of the vision. From the
objectives, the stakeholders deritlee fundamental capabilities that are required for the system.

To veify that the resultant systemindeed provides the desired capabilitiesmeeting the

objectivesthey should be characterized bigtailedquantifiableattributes such as the degree of

safety, security and resiliendeenchmarkgo measurehe success of the systermindthe criteria
355 by whichthe claimed system characteristican be supported bgppropriate evidence.

4.2 SFECURITEONCERNS IN THBEISINESSONTEXT

In rationalizing business values and establishing key system objectives for 1ISs, security inevitably
adlyRa 2dzi +ta I 1Sé& 02y a*edriyNbnsidedtonsang drived Byl & Q4
two main factors:

10 Theconcepts ofvision,valuesand experiences andey objectives are related to the BMM concept of
Ends (i.e. the resultsy what needs to be achieved).
i

L AcapabilityA d y2NXIFffé& RSTFAYSR a aiKS FoAfAGe (G2 R2
GSNya Ad A& SEbR\pRSRaEY2 2S5 (KIS SHIHKB NLINGnSn@rdal | 6 At A
Capabilities map to the Means aspect of the BMM, being aistapoint forconsideringhow the solution

gAtt LINRPOARS (KS aYSlyaé¢ (G2 RStEAOSNI GKS @Grarzy
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Regulatoryand compliancemandate controlling access to financial systems, protecting credit
card information, upholding privacy expectations and protecting critical infrastructure. These are
requirements the business must meet, no mattbe cost.

Business valugequires safeguarding the business investment in [ISs and protecting their
operations against the risk of damage brought about by security breaches. This damage may
include interruption or stoppage of operations, destructiorsgstems, leaking sensitive business

and personal data, and intellectual property, harming business reputation, and loss of customers.
Heightened security objectives and standards are required to address these risks. However, they
would lead to additionalnvestment and likely extended time for system development and
deployment. In some cases, they may affect user experience negatively. These additional costs
must be justified to takeholdersin the context of the business risks they are addressing,
sometimein terms of costs saved by averting damages.

Just like other key system objectives, there must be a way to measure and validate the continued
effectiveness of security capabilities implemented in the system in meeting the security
objectives. Derived fronthe security objectives and requirements, Security Metrics and Key
Performance Indicators provide reports on compliance, regulatory, contractual or business
driven, and create continuous feedback loops to increase accountability, improve effectiveness
and provide quantified inputs for effective decisianaking.

Security has a strong dependency on the quality of the design and implementation of a
component or a systemattackers often gain access to systemsetploiting vulnerabilities in
design (flaws) ormplementation (bugs The principle tenets of secure development are the
same as in quality developmenb apply rigor in documenting, tracking, and validating the
desired featuresnd to useknown best practices to avoid introducing unknown or undesgide
effects Secure development lifecyclSDL) is a security development procibsd is widely used
by many organizations to avoid software vulnerabilifiest begins by benchmarking existing
guality practices and improving any shortcomings found during initial assessnBamtsfitting
from the identified process improvementshe resultantproductis typicallyboth more secure
andof higher qualityby being morereliable and having fewer issues reported by tustomes.
Investments in security thereforean havemeasurableand sometimes immediate returns.

12 Microsoft: Security Development Lifecycle, SDL Process Guidance Versiii 3[26]
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390 5 THEUSAGEVIEWPOINT

5.1 HB.EMENTS OF THUBAGE/IEWPOINT

The usage viewpoint is concerned withhow an Industrial Internet Systemrealizes the key
capabilitieddentified in the business viewpointhe usage viewpoirtescribes thectivities that
coordinate various units of work over various system componentss&aivities describing

395 how the system is usadserve as an input for system requirements includitigpse onkey
system characteristics and guide the design, implementation, deployment, operations and
evolution of the IIS.

2
o Register and manage o d H

Support Assign @

Define and manage

0 0.
Triggers Roe |

Workflow o Capacities

Effect o

Constraints e
Participate-in

o 0

Roles :
Functional Component
FunctionalMap € var @ P

Implementation Map €}

Coordinate

Map 0 Implementation Component

Figure5-1 Role, Party, Activity and Task
400 Figure 51 depicts he usage viewpoi2 & Y | A y an® Boyt &y lrdlate to each other

The basic unit of work istask such as the invocation of an operation, a transfer of data or an
action of a partyA task is carrig out by a partyassuminga role

Aroleis aset ofcapacitesassumed by an entity to initiat@nd participate in the execution obr
consume the outcome gpkometasksor functions in an 11&s required by amctivity. Roles are
405 assumed by parties. party is anagent human orautomated that has autonomy, interest and
responsibility in the execution dasks.A party executes a task by assuming a role ties the
right capacitiegor the execution of the task party may assume more than one role, and a role
may be fulfilled by more than one part.partyalsohas security properties for assuming a role.
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Note: The above definition able is primarily operational, based on capacities that qualify an
agent froma functional perspective. It does niotend to beby itselfanaccess control modébr
security purposesHowever, because assumingrae implies access to the 1St is often
associated witltertain securityproperties (such as privileges, permissions, etc.). This association
in turn may require a more refined notion of ralee.g. reflective of an organization chart, user
groups, etct that is out of scope for this sectioAparty also has security properties (credentials,
L5 X0 T 2 NJrdlegthe detalisyoBnhith are beyond the scope of thestion.Atask hasa

role, a functional map, and an implementation map.

1 Aroledescribes, if applicabléhe role(s) responsible for thexecution of the task

1 Afunctionalmap describego whichfunctions or functional components the task maps.
Thiscanbe defined only when the functional deposition of the system beceawailable
to perform the mappingThis mapping includes definitiorf eputs and outputs in the
context where thigaskis to be executed (i.e. of a particular activity)

§ An implementationmap describes thamplementation component(s) the task relies on
for its execution. If role(s) are associated to the task, the mep@tfines how these roles
map their capacities to the compent(s) and related operations. Similarlijg property
may be defined only when the implementation architecture of the system become
available to perform the mapping

Examples ofasksandrolesare:

1 registeranew device to theedge gatewayrple: administrator)

T run test procedure for passive RFID readers on processing chateX §dministrator,
QA)

T authenticate user requestréle: security agentand

1 summarize data streasfrom all temperature sensors on asse{rile: same as theole
that initiates the edgeo-Cloud data flow processing and consolidatamtivity that this
taskis part of)

An activity is a specified coordination dhsks (and possibly ofother activities recursively)
required to realizea well-defined usage or process of an lISAn activity may beexecuted
repeatedly An activity has the following elements

1 Atriggeris one or more condition(s) under which the activity is initiated. It niay
associated wittone or more role(s) responsible for initiating or enabling the execution.

1 Aworkflow consists of sequential, parallel, conditional, iteratieeganization of tasks

1 Aneffectisthe differencein the state of the IIS aftesuccessful comption of anactivity.

1 Constraintsare system characteristics that must be preserved during executioraéted
the new state is achieved, suchdeta integrity, étaconfidentialityand resilienceThese
characteristicsnay be affected by the enacting tife tasks beyond what isnforoeable
by the system design or its functional componeailsne

An example o&ctivityis of a device orboarding procedure:
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Trigger Administrator approval of the new addition.

Workflow.
Task 1: Register new device to thagE gateway.

Task 2: Register the new device in the Clbaded management platform by
automatic discovery and querying of all gateways.

Task 3: Run remote test procedure appropriate for this device type and verify that
valuesgeneratedare within expectedangeand consistent with similar devices in
the proximity.

Initially, an abstract description of the activity is sufficient. During designactkigities serve as
inputs tothe requirements for the systenthusguidingthe design of the functional architecture
and its componentsAn activitythen requireseach tasko be mappedo, and supported byone
or more functiors. An activity is not restricted to one functional domdmut may involve a
sequence of tasks that spaeveral functional domain's.

The design of the IIgow has a concrete ragsentation of theactivities by mapping its tasks to
the functional and implementation components. The mappitigsn enablearchitecture and
implementationverification

52 COMMONSEQRITYACTIVITIES

The enforcement of security policies requires the ability to control the various endpoints and
their communications involved in an activity in a generic and consistent way to ensure complete
endto-end coverageFour common security acthes are described below

Security monitoringgathers and analyzes securiglated data continuously as activities are
performed. It may take different forms depending on the context of operations and on security
events For example, different tasks aappropriate before, during and after an attack.

Security auditingollect, stores and analyzesf security information related tanllS

Security policy managememanageboth automated and humairiven administrativesecurity
tasks by documenting theusage and constraints

Cryptographic suppornanagementconsists ofjlobally interoperable key management, secure
credential storage and revocation.

13 Defined in the functional viewpoin6(1)
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6 THERUNCTIONAVIEWPOINT

6.1 BACKGROUND

Industrial Control System@C$3 have been widely deployed to enahledustrial automation

acrossindustrial sectord* As we bring these automated control systems online with broader
480 systems in the Industrial Internet effortpotrol remainsa central and essential concept of

industrialsystens. Control in this context, ighe process ofiutomaticallyexercising effects on

physical systems and the environmebased on sensory inpute achieve human antusiness

objectives Many control systems today apply ldatency, finegrained cotrols to physical

systemsn close proximity, without a connection to other systems. Because of this, it is difficult
485 to create local collaborative control, let alone globally orchestrated operations.

Some might argue that the industrial internet is thengmning of what has been traditionally two
different domainswith different purposes, standards and supporting disciplines: IT antb®T
In IT (information technology), everything is reducible to bits that represent ideas in the
LINE IANF YYSNRA KSFR FyR (NI yatF2 NY-SRthihgfron thes | & G 2
490 sum of numbers in a column to email systems to schedule optimizatioblgars (e.g. using
Simplex). The essential problem with such an approach, noted as one of the fundamental
problems in the Atrtificial Intelligence community is the@d f t S R-grét@dhypioBldma
that symbols in the machine (the numbers passed arounthbyprocessor) only correspond to
world objects because of the intentions of the programmehey have no meaning to the
495 machine™8Ly h¢ O02LISNI GA2ya (SOKyz2f2380 WO2YUGNRBTf ac
directly to physical processes withoamy attempt to create symbols or models to be processed
by the machine. For example, PID (proportieimigrativederivative) controllers may control
the voltage on a line using a particular feedback equation that is defined by the control engineer
and demonstrated to work for a particular applicatierihere is no attempt at generality and no
500 need to divide the problem among multiple processing units. The incidence of IT into the OT
world has primarily come about due to a need to network larger systerdseatablish control
over hierarchies of machines while also wanting to inject common IT ideas into the OT world
(such as scheduling and optimization of resource consumption). There has also been a move
toward controls that digitally simulate the physicabsd and base their control decisions on the

141CSs typically includsupervisory control and data acquisition (SCADA) systems, distributed control
systems (DCS), and other control system configurations such amaeliitted Programmalel Logic
Controllers (PLGhat are often found in the industrial control sectdi@0].

5] SNB 6S dzaS (GKS Y2NB GNIRAGA2YLFE @GSNERA2Y 2F (KS |

16 Consider this an introduction to the togiave will deal with the IT/OT problem in more detail in future
versions of this and other documents.

17 http://en.wikipedia.org/wiki/Symbol_grounding_problem

18 http://en.wikipedia.org/wiki/Chinese_room
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approaches that have been examined indiich as machine learningossible to apply to OT
This has also led to GVstems to be susceptible to IT problems as well, such as network denial
of service attack and spoofing as well as the aforementioned sygrooinding problem. The
combination of IT and OT holds forth a great possibility of advanceranbodied cognitia -

510 to a system that can avoid the symbol grounding problem by basing its representation on the
world (andnot on programmer supplied modglandonly its own episodic experience (and thus
not be limited to human conceptions of epistemologyjowever e/en nearer term
breakthroughs that will support advanced analytics based on actual world data rather than
engineering models mawell yield substantial improvements. The kepstacleis safety and

515 resilience Missioncritical OT applications are importamnough that the typical levels of
software reliability that are acceptable in the IT market will not be sufficient forlM®Teover,
actions in the physical world generally cannot be undone, which is a consideration that IT systems
normallydo nothave toaddress.

Riding on continued advancement of computation and communication technologies, the
520 Industrial Internet can dramatically transform industrial control systems in two major themes:

Increasng local collaborative autonomyNew sensing and detectidaachnologies provide more,
and more accurate, dataGreater embeddedcomputational power enablesnore advanced
analytics of these data aruetter models of the state of a physical system and the environment
in which it operatesThe result of this combination transforms control systems from merely

525 automatic to autonomous | f f 26 Ay 3 GKSY G2 NBIOG I LILINE LINR |
designers did not anticipate the cemt system state. Moreover, ubiquitous connectivity
between peer systems enables a level of fusion and collaboration that was previously impractical.

Increasng systemoptimization through global orchestratiorCollectingsensor datdrom across
the control systems and applyingnalytics including models developed throughmachine

530 learning to these datawe cangaininsight toad dza A y' S & & Q. aitthdSeNdsights 2w &
can improve decisiomaking andoptimize the systenoperationsgloballythrough automatic
and autonomouwrchestration

These two themes have faeaching impact on the systems that we will build, though each
system will have a different focus and will balance the two themes differently.

535 We create the concept ofunctional domain to address the key concerns surrounding the
functional architecture oflndustrial Internet SystemsA Functional Domairnis a top-level
functional decomposition of an Industrial Internet Systeeach providing a predominantly
distinct functionality in the ovexll system.

This functional domain model is intended to be generally applicable to 11ISs in many industrial

540 verticals. However, a use case in a certain industrial vertical may place stronger emphasis on
functions in one or more functional domains than iretbthers.In some caseghe functional
domains can be implemented as a single systeambined into a single oneor split up and
implementedas a part of other domains.
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The decomposition of functional domains highlightsitih@ortantbuilding blocks thahave been

seen to have wide applicability. The set of building blocks is neither a complete nor a minimum
set that any system must possess. Rather, it is intended to be a starting point for conceptualizing
a concrete functional architecture within theseurfictional domains. A use case under
consideration and its specific system requirements will strongly influence how the functional
domains are decomposed, so in a concrete architecture derived and extended from this
reference architecture, additional funciis may be added, some of the functions described here
may be left out or combined and all may be further decomposed as needed.

We decompose a typical IIS into five functional doreain

Control domain
Operations domain
Information domain
Application domain
Business domain

= =4 4 A -4

Human Users Functional Domains
Business

o~

il

P N

1
Control

a2

J

., |

wv
c
9/ j
=
gc
o
o

Information

s
g
I

Physical Systems

Green Arrows: Data/Information Flows; Grey/White Arrows: Decision Flows; Red Arrows: Command/Request Flows

Figure6-1 Functional Domains

Data flows and control flows take place in and between these functional domainslrRgd@ve
illustrates how the functional domains relate to each othéth regardto data and control flows.
Green arrows show how data flows circulate across domains. Red arrows show how control flows
circulate across domains. Other horizontal arrows illustrate some processing taking place within
each domain, to processpnt flows and generate new forms of data or control flows.
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Controls, coordination and orchestration exercised from each of the functional domains have
different granularities and run on different temporal cycles. As it moves up in the functional
domains, he coarseness of the interactions increases, their cycle becomes longer and the scope
of impact likely becomes larger. Correspondingly, as the information moves up in the functional
domains, the scope of the information becomes broader and richer, newnnation can be
derived, and new intelligence may emerge in the larger contexts.

We describe each in turn, starting from the bottomFafjure6-1, above the physicalystems.

6.2 THECGONTRODOMAIN

The control domain represents the collection of functions that are performed by industrial

control systems. The core of these functions comprisesdianed closedoops, reading data

FNRY &aSyaz2zNhk o6aaSyasSé Ay GKS FAIdzNBoverthe LILI & Ay
LIKe@aAOlf aeadsSy KNP #&Bdh acclrécgdzind gedaitioroid timhg dzk G A 2 y
usually criticalComponents or systems implementing these functions (functional components)

are usually deployed in proximity to the physical systems twm@yrol, andmay therefore be
geographically distributed. They may not be easily accessible physically by maintenance

personnel, and physical securitj these systemmay require special consideration.

Examples: Simple examples of functioc@mnponents in this domain include argrol room
in electricity utility plant, control unisin a windturbine, and control units in autonomous
vehicles.

The control domain comprises a set of common functions, as depicteBigure6-2.2° Their
implementation may be at various levels of complexity and sophistication depending on the
systems, and, in a given system, some components may not exist at all. We describeteach i

Senfgis thefunctionthat readssersor data from sensa: Its implementatiornspars hardware,
firmware, device drivesand software elementdNote that active sensingecursively, requires
control and actuation, and may therefore have a more c@rpinkage to the rest of the control
system for examplean attention element to tell the sensor what is needed.

Actuation is the function that writes data and control signal® an actuator to enact the
actuation.Itsimplementationspars hardware, firmware, device driveand software elements.

19Possibly in a hierarchy, at several levels

20 These set of funains are considered essential to many control systems in the control domain.
However, they may exist in other domains as well.
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Figure6-2 Functional Decomposition of Control Domain

595 Communicatiortonnectssensors, actuators, controllergateways and other edge systernisie
communication mechanisms take different fornssich asa bus(local to an underlying system
platform or remote, or networked architecturghierarchical, hubs andpokes, meshed, point
to-point), some statically configured and othrerdynamially. Quality & Service (Qo0S)
characteristicssuch adatency, bandwidth, jier, reliability and resilience must be taken into

600 account.

Within the communication functiona connectivity abstraction function may be used to

encapsulatethe specifics of the underlyingpmmunication technologiesusingone or more

common API40 expose a set of connectivity services. These services may offer additional

connectivity features that are not otherwise available directly from the underlying
605 communication technologiesuch ageliable delivery, autaliscoveryand auto-reconfiguration

of network topologies upon failures.

Entity abstraction through a virtual entity representation, providas abstractionof scores of
sensors and actuators, peer controllers and systems in thé highker tiers and expresss
relationships between themThisservesas the context in which sensor data can be understood,

610 actuation isenactedand the interaction with other entities is carried out. Generally, this inciude
the semantics of the terms iad within the representationsr messagepassed between system
elements.

Modelingdealswith understanding the states, conditions and behaviors of the systems under
control and those of peer systentsy interpreting and correlating data gathered fromnsers

615 and peer systems. The complexity and sophistication of modeling of the system under control
varies greatly. It may range from straightforward mod@sch as a&imple interpretation of a
time series othe temperature of a boiley, to moderately comfgx (aprebuilt physical model of
an aircraft enging to very complex and elastimodels built with artificial intelligence possessing
learning and cognitive capabilitiesThese modelingapabilities sometime referred to as edge

620 analytics, are genergllrequired to beevaluated locally in control systems for retime
applications. Edge analytics are also needed in use cases where it is not economical or practical
to send a large amount of raw sensor data to remote systems to be analyzed even \aiteaht
time requirement.
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A data abstraction subfunction of modeling may be needed for cleansingitering, de
duplicating, transformingnormalizng, ignoring, augmenting, mappirand possibly persisting
databefore the dataarereadyfor analysisby the models or destroyed.

Assetmanagementenables operations management of the control systems including system
onboarding, configuration, policy, system, software/firmware updates and other lifecycle
management operationd\ote that it is subservient to thexecutorso ago ensure that policies
(such as safety and securigfe always under the responsibiiand authority of the edge entity

Executorexecutescontrol logic to the understanding of the states, conditions and behavior of
the system under contiand its environmenin accordance with control objectives. The control
objectives may be programmed or otherwise set by static configuration, be dynamic under the
authority of local autonomy, or be advised dynamically by systems at higher tiers. Thenautc

of the control logic may be a sequence of actions to be applied to the system under control
through actuation. It may also lead to interactiongh peer systems or systems at higher tiers.
Similar to the case of modeling, the control logic can be

9 straightforward¢ a setpoint program employing algorithms to control the temperature

of a boile) or

1 sophisticatedg incorporaing aspects of cognitive and learning capabilities with a high
degree of autonomy, such as deciding which obstacle a vehicledssbi@gh inta the full
school bus pulling out in front of the vehicle from the grade school or the puddle of
pedestrians in front of the nursing hon@?

Theexecutor is responsible for assuring policiests scopeare appliel sothat data movement
off its scope use of actuators, etc. are within the bounds of such policies.

6.3 THEOPERATIONBOMAIN

The operationsdomain represents the collection of functions responsible for the provisioning,
management, monitoring and optimization of the systems in the control domain. Existing
industrial control systems mostly focus on optimizing the assets in a single physical p&ant. Th
control systems of théndustrial hternet must move up a level, and optimize operations across
asset types, fleets and customers. This opens up opportunities for added business and customer
value as set out by highdevel, businessriented domains.

Examples: Optimizing the operation of one train has obvious cost savings, but optimizing train
operations and routes across a fleet yields more, and combining data from fleets owned by
different railroads can optimize the utilization of the rail networkhin a country.

Figure6-3 shows howoperationsin an IIS can be supported through a suite of interdependent

operations support functions.

21{ dzZOK SGKAOFf OK2AO0Sa | NB
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Operations

Monitoring & Diagnostics
Provisioning &

Control Domain

- - - = - A

Customer Ah T Customer B Customer C Y

Figure6-3 OperationsDomain decomposition showing suppadrossvarious customers

Provisioning and Deploymeibnsists of a set of functions required to configure, onboard
regiser, andtrackassets and to deploy and retirassets from operations. These functiansist

be ableto provision and bring assets online remotedgcurelyand at scale. They must be able

to communicate with them at the asset level as well as the fleet level, given the harsh, dynamic
and remote enviroments common in industrial context®rovisioning andleploymenthas a
strong dependency on functions @@nnectivityand security, trust and privacy

Managementconsists ofa set of functions that enablassets management centers to issue a
suite of managment commands to the control systems, and from the control systems to the
assets in which the control systems are installed, antthe reverse direction enablie control
systems and the assets to respond to these commaFRds.this,many of thelegacyd R dzY 6 €
assets need to be retrofitted to have compute storage and connectivity capabilities.
Management has a strong dependency on functionstelligentandresilientcontrol.

Monitoring and Diagnosticsonsists of functions that enabkae detection ard prediction of
occurrenca of problems It is responsible for redalme monitoring of asset key performance
indicators, collecting and processing asset health data with intelligence so that it can diagnose
the real cause of a problem, and then alerting on abnormal conditions and deviatioasert lof
functions should assist operations and maintenance personnel to reduce the response time
between detecting and addressing a probleionitoring and diagnosticshas a strong
dependencyon functions indata servicesindanalytics
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Prognosticgonssts of the set of functions that serves as a predictive analytics engine of the IISs.
It relies on historical data of asset operation and performance, engineering and physics
properties of assets, and modeling information. The main goal is to identifynpatdssues
before they occur and provide recommendations on their mitigation. It may use the analytic
functions in the information domain to realize its functions.

Optimizationconsists of a set of functions that improves asset reliability and performanc
reducesenergy consumption, and increase availability and outputorrespondence thow the
assets are usedlt helps to ensure assetoperating attheir peak efficiency by identifying
production losses and inefficiencies. This process should be atgoinas much as it is feasible,
in order to avoid potential inaccuracies and inconsistencies.

At this level, this set of functions should support key automation and analytics features including:

1 Automated data collectiorprocessingand validation.
1 Ability to capture and identify major events, such as downtime, delay, etc.
1 Ability to analyze and assign causes for known problems.

Optimizationhas a strong dependency on functions ohynamicorchestrationand automatic
integration It may use the data ingéen and processing functions and analytic functiamghe
information domainto realize part of its functions.

6.4 THEINFORMATIONDOMAIN

Thelnformation Domairrepresents the collection of functions for gathering data from various
domains, most significantly from treontrol domain, and transformingpersisting, and modeling

or analyzinghose datato acquire higHevel intellgenceabout the overall syster?? The data
collection and analysis functions in this domain are complementary to those implemented in the
control domain.In the control domainthese functiors participate directly in the immediate
control of the physical systemghereasin the information danain they are fomidingdecision
making, optimization of systeswide operations andmprovingthe systemmodels over the long
term. Components implementing these functions may or may not béocated with their
counterparts in the control domain. They snhe deployedn building closets, in factorgontrol
rooms in corporate datacentes, or inthe cloud as a service

Examples:
1 Optimizingthe electricity generation levelfaa plant or a generator based on the
condition of the facility, fuel cost and ekeicity price.
1 Changingthe route of afleet of freight trucks based on weather, traffic and the
condition of the goods in the trucks.
1 Changng the output of an automated production planbased on condition of the
facility, energy and material costethandpatterns and logistic.

22 possibly in a hierarchy, at several levels
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1 Changingthe temperature sefpoint of a boiler based on energy cost, weather
condition and usage pattern.

Figure6-4 illustrates the functional decomposition of the information, application and business
domains.

Business

CRM, EPR, Billing & Payments, etc.

Information Application

Analytics API & UI

Logic & Rules

Figure6-4 functional decomposition of Information, Application & Business Domains
Dataconsists of function$or:

1 ingesting sensor and operation state détam all domains,

guality-of-data processing (data cleansing, filtering;aiglication, etc.),
syntacticdtransformation (e.g., format and value normalization),

semantic transformation (semantic assignment, context injection and other data
augmentation processing based on metadata (e.g. provisioning data from the Operations
Domain) and other collaborating thaset,

1 data persistence and storage (e.g. for batch analgsid)

1 data distribution (e.g. for streaming analytic processing).

= =4 A

These functions can be used in online streaming mode in which the data are processed as they
are received to enable quasgaktime analytics in support of orchestration of the activities of the
assets in the control domain. They may be used in offline batch modeséisgnicsensor data
collected and accumulated in amffshore oil platform that does not have highandwidth
connedivity to the onshore datacenter).

Data governance functions may be included for data security, data access control and data right
management, as well as conventional data management functions related to data resilience
(replication in storage, snapshatty and restore, backup & recovery, and so on).
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Analyticsencapsulates a set of functions for data modeling, analytics and other advanced data
processing, such as rule engines. The analytic functions may be done in online/streaming or
offline/batch modes.n the streaming mode events and alerts may be generated and fed into
functions in the application domains. In thHeatch mode the outcome of analysis may be
provided to the business domain for planning or persisted as informddioather applications.

The data volume at the system level in most IIS will eventually exceed a threshold at which the
traditional analytic toolsets and approaches may no longer scale in meeting the requirement in
performance. Big Data storage and anayiatforms may be considered for implementing these
functions.

6.5 THEAPPLICATIONOMAIN

Theapplicationdomainrepresents the collection of functions implementiagplication logic that
realizesspecific businesfinctionalities Functions in this domainpaly application logic, rules
and models at a coarsgrained, high levefor optimization ina global scope. They do not
maintain lowlevel continuing operations, abese are delegated tofunctionsin the control
domainthat must maintainlocal rules and models in the event of connectiVitys Requests to

the control domairfrom the application domain are advisory so as not to violate safety, security,
or other operational constraints.

The decomposition of the application domain is illustrateéigure6-4.

Logics andRules comprises core logics, e.g., rules, models, engines, activity flows, etc.
implementing specific functionality that is required for the use case under consideration. It is
expected that there are great variations in #efunctions in both its contents and its constructs
among the use cases.

APlsand Ulrepresent a set of functias that an applicatioexposes its functionalities as APIs for
other applications to consume, or human ugeterface enabling human interactions with the
application.

6.6 THEBUSINESBOMAIN

Thebusinessdomain functionsenable endto-end operations of thelndustrial Internet Systems
by integrating them withraditional or newtypes oflndustrial Internet specific businesctions
including those supportingbusiness processes and procedusativities. Examples othese
business functionsanclude enterprise resource management (BR customer relationship
management (CRMpasset management, service lifecycle managemeiling andpayment,
human resourcework planning and schedulirsystems

Examples: A predictive maintenance service for angoiinay have an application that
forecasts failures in the field. To do so, it may require a Resource Planning System to ensure
the required parts are available and reserved, and it may need to connect to internal or
LI NIy SNRa &SNIWAOS dlaitlcs maageténtdystem,zas dwefi §sYthe | y
Odzai2YSNRas (2 aO0OKSRdzZ S 0KS FASEtR &ASNWAOSO®
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6.7 COMMONSECURITIHUNCTIONS

We summarize belova set of common security functiortiat may be neededn each ofthe
functional domains and in the interactianbetween the functions in different domain3he
O02YY2y aSOdzNARGe FdzyOlA2ya I NB ConmmdrS®iterayfor (1 K S
Information Technology Security EvaluatfdMote that thisdocumentdoes not cover security
compliance, which willéaddressed in a future Security Reference Architecture document.

1 Security audiinvolves the collection, storage and analysis of security information related
to the industrial system.

1 Identity verification in communicatioressureshe integrity of both he originator and
the recipient of a communication in the industrial system.

1 Cryptographicsupportprovides the resources necessary to support the encryption and
decryption operations (software and hardware).

91 Data protection angbrivacyassureghe confidentiality of data in transit and at rest. If the
data contains information owned or related to a third paityprovides protection of the
privacy of records as described by a security policy.

1 Authentication and identity managemeetsuresthe componentsare onlyaccessed by
the roles specified in the security policy.

1 Physical protectiorprovides necessary protections against physical tampering and
unauthorized observation as described by a security policy.

Thesefunctions contributeto varioussystemsecurity capabilitiegncluding

1 securedbooting to a known secure state enabled through cryptographically signed
software and firmware

1 enhancedrustbynetwork and application Witelisting and reputatiorfbased approaches
(or dynamic approvals)

1 enhancedprivacy through mutual authenticationin communicationintegrated with
mears to automatically ensure the privacy of data

1 early attack detectionthrough rigorous anomaly detectiomver established normsf
traffic patternsand simplifiedsystem

1 secure managementf all systems and their update processemsl

1 automaticthreat containmentto minimize the damage of a successdtthck

23 TheCommon Criteria for Information Technology Security Evalugtibbreviated a&€ommon Criteria
or CQ is an international standardSO/IEC 1540823] for computer security certification
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7 IMPLEMENTATIOMIEWPOINT

Theimplementation viewpoints concerned with the technical representation of kndustral
Internet Systemand the technologies and system componemégjuired to implementthe
activities and functions prescribed by the usage and functional viewpoints.

An lISarchitecture andhe choice othe technologiesised for its implementatioarealsoguided
by the business viewpoint, including cost andtgemarket time constraints, business strategy in
respect tothe targeted marketsrelevantregulationand complianceequirementsand planned
evolution of technologie$? The implementation must lso meet the system requirements
including those identified as key system characteridfigga are common across activities\d
must be enforced globil asend-to-end properties of the IIS.

The implementation viewpointherefore describes

1 The general argditecture of an 1IS: its structure ande distribution of components, and
the topologyby which they are interconnected

1 Atechnicd description of its components, including interfaces, protocols, behaviors and
other properties.

1 An implementation map of He activities identified in the usage viewpoint to the
functional components,and from functional components to the implementation
components.

1 An implementation map for the key system characteristics

7.1 ARCHITECTURBTTERNS

Coherent IS implementatiorisllow certain welestablished architectural patterns, such as:

1 Threetier architecturepattern

1 GatewayMediated Edge Connectivity and Managemarthitecturepattern

1 Edgeto-Cloud architecturgpattern (This pattern contrasts with the gatewayediated
pattern as it assumes a wiekrea connectivity and addressability for devices and agsets.

1 Multi-Tier Data Storage architecture patterffhis pattern supportsa combination of
storage tiers (performancger, capacitytier, archivetier.)

1 DistributedAnalytics architecture pattern

An architecture pattern is a simplifiexhd abstracted view of a subset of an 1IS implementation
that is recurrent across many IIS, yet allowing for variants. For example, an implementation of
the threetier pattern in a ral 1S does not exclude multiple implementations of every tiem.

many instances of thedgetiert as well as manyo-many connections between instances of a

24 This version of the RA will not attempt to address regulatory and compliance requirements. These are
substantially different by vertical, and may be addressed in more detail in future documents.
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tier and instances of the next tier. Each tier and its connections will still be representednmely
in the pattern definition

We describelte first twopatternsin the previous lisbecause otheir strongermprevalerce in lISs
840 7.1.1 THREETIER ARCHITECTBRETERN

The three-tier architecturepattern comprisesedge, platform andenterprise tiers.These tiers
play specific roles in processing the data flows and control flows (see section 6) involved in usage
activities They are connected by three networkss shown in Figurg1.

Edge Tier Platform Tier Enterprise Tier

Proximity Network

a Access Network | Service Platform | Service Network
- ___ Edge Gateway
T Data Flow Data ot Data Flow . i
.ﬂ. B |:> Transform Analylics |:> Domain Applications
== B - Control Flow |":_:"‘ Control Flow
= —— —  ¢— |
Operations
Edge Gateway
ﬂm Rules & Controls
845 Figure7-2 Threetier IS Architecture

Theedgetier collectsdata from theedge nodesusing the proximity networkThe architectual
characteristicof this tier, breadth of distribution, location, governance scope andriagure of
the proximity networkyarydepending on the specific use cases.

Theplatform tier receives, processes and forwards control commands fronetierprise tier to

850 the edge tier. It consolidates processes and analyzes data flows froredipetier and other
tiers. It providesmanagement functions for devices and assétalso offersion-domain specific
services such as data queagd analytics.

The enterprise tier implements domainspecific applicationsdecision support systemand
provides intefaces toend-usersincluding operation specialistfheenterprisetier receives data

855 flows from theedge andplatform tier. It also originates control commands to tpkatform tier
andedge tier.

Note: In the above figure, functional blocks are shownadnldier. These functional blocks
are indicative of the primary functional vocation of ttier, yet are not exclusively assigned
to that tier. For example the 'data transform' function in thiatform tier could also be found
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860 in theedge tier(e.g. performed by a gateway) although it would be implemented in a different
way and for a different purpose. For example, 'data transform' aetlgeis typically done in
a devicespecific manner through deviespecific configuration and interfaces, like in the
platformtier where it is usually supported as a higievel service that operates on data that
has been abstracted from any device source or type.

865 Different networks connect thé&ers:

The proximity networkconnectsthe sensorsactuators, deices, control systems and assets,
collectively called edge nodels typically connects theseedge nodesas one or moreclusters
related toa gatewaythat bridges to other networks.

Theaccess networknables connectivity for data and control flows betmethe edge and the
870 platform tiers. Itmay be a corporate network, or an overlayivate network over thepublic
Internet or a 4G/5G network.

The service mtwork enables connectivity between the services in the platform tier and the
enterprise tier. It maype an overlay private network ovéte publicinternetor the Internet itself
allowing theenterprise gradef security between endisers and various services.

Edge Tier Platform Tier Enterprise Tier

$ Monetization

other information domains

Services and Platforms | Analytic Services and Platforms
Ingestion & transformation Streaming & batch

— -
HE EH & B +—0 B & 0

data flows nformation flows

Persistence & distribution Persistence & distribution
s — |
Control Domain '
|
- |
& r |
Ad Actuators datajflows | .
BEE W, Controller : Logic & rules
_ ) T
e ., -
6. o = | orchestration flows :
\| sensors Application |
L h [ &Gaenay | assetmgmt service flows
¥ biz anp flows Biz Apps
et e o © openmomspoman Tt w'em f)
Provisioning & Deployment Prognostics & Optimization Biz users
. | OT Apps
-
i Asset & Meta data AP1 & Portal [l 4.i -
[ | ops app flows OT users
Management Monitor & Diagnostics
Proximity Access )
Network Network ST

875

Figure7-3 Mapping between a thredier architecture to the Functional Domains

The threetier architecture patterncombines majoicomponents(e.g. platforms, management

services, applications) that generaityap to the functional domaingunctional viewpoin} as

shown inFigure7-3. Fromthe tier and domain perspective, thexlge tierimplementsmost ofthe
880 control domain the platform tier most of the information and operatioa domains the
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enterprise tier most of the application and business domainkhis mappingdemonstratesa
simplefunctional partitioning across tier$he actuafunctionalmappingof lIStiers is usually not

as simplistic and isighly depend on the specific of the system use cases and requirements. For
example some functions ofhe informationdomainmay beimplemented in or close to thedge

tier, along with some application logand rulesto enable intelligent edge computing.

Another reasn why implementation tiers do not generally have an exclusive mapping to a
particular functional domairms that these tiers often provide services to each other to complete
the endto-end activities of the IIS. These servicesg. data analytics from thaaformation
functional domain then become supportive of other functional domains in other tiers. For
example:

Theasset management flowsee fig. 72) is an expression of threperationsdomain component
of the platform tier to manage the assets in thegigetier.

The operations domain component of theplatform tier itself provides servicesagset
management service flows fig. 72) to other components, either in the same tier or in another.

For examplethe data servicedrfformationdomain) component tthe platformtier may request
services from the@perationsdomain componentor:

1 The verification of asset credentials it receives in the data flows from the edge tier
1 The query of asset metadata so it can augment the data received from the dsdfetre
the data are persisted or fed into analytics in the next stage of processing.

Similaroperationsdomain services can be provided to thgplicationdomain components in the
enterprisetier as well. Conversely, theperationsdomain components may esdata services
from the informationdomain component in order to get better intelligence from asset data, e.g.
for diagnostics, prognostics and optimization on the assets.

As a result, components from all functional domains may leverage the same dats@aadalytic
platforms and services to transform data into information for their specific purposes.

7.1.2 GATEWANMEDIATEEDGECONNECTIVITY ANDANAGEMENT ARCHITEREBATTERN

The gatewaymediated edge connectivity andmanagementarchitecture pattern comprises a

local connectivity solution for the edge of an IIS, with a gateway that bridgaswale area
networkas shown irFigure7-4. The gateway acts as an endpointttoe wideareanetwork while
isolating the local network ofdge nodes This architecture pattern allows for localizing
operations and controls (edge analytics and computing). Its main benefibieakingdown the
complexity of IISs, so that they may kecap both in numbers of managed assets as well as in
networking.However, i may not be suited to systems where assets are mobile in a way that does
not allow for stable clusters within the local network boundaries.

[IC:PUB:G1:V1.07:PB:20150601 --39-- Version 1.7



915

920

925

930

Industrial Internet Reference Architecture

Local Area Network

Actuator#_ T
> i? ‘j Wide Area Network
Sensor ﬁ S?nsor . T Edge Gateway/Hub
with Routing !
@- Actuator
with Routing

Figure7-4 GatewayMediated Edge Connectivity and Management Pattern

Theedge @teway mayalso be usedis a management point for devicasd assetand data
aggregation point where some data processing and analytics, and control dogiocally
deployed.

Thelocalnetwork mayusedifferent topologies.

In ahub-and-spoketopology, an edge ateway acts as a hutor connectinga cluster ofedge
nodesto each other and to a wide area netwolk has a direct connection to each edgetity
in the cluster allowing Hfilow data from theedge nodesand outflow control commands to the
edge nodes

In ameshnetwork (or peerto-peer)topology, an edge gateway also acts as a hub for connecting
a cluster ofedge nodedo a widearea network. Irthis topology, however, soe of the edge
nodeshave routing capabilityAs result, the routing paths from an edge node to another and to
the edge gateway vary and may change dynamicBiis topology ibestsuited to provide broad
area coverage for lowower and lowdata rate applications on resoura@®nstrained devices
that are geographically distributed

In bothtopologies,the edge nodesre not directly accedsle from the wide areanetwork. The
edge @teway acts as the single entry point to the edge nodesand as management point
providing routing and address translation.

Theedge gatewagupports the followingapabilities
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1 Local connectivitghrough wired serial buseand shortrange wireless networkdNew
communication technologies amatotocolsare emergngin new deployments.

1 Network and protocol bridgg supporting various data transfenodes between the edge
nodes andhe wideareanetwork asynchronous, streaming, evebtised and storand
forward.

1 Local data processingcluding aggregatiortransformation, filtering, consolidation and
analytics

1 Device and asset control and management pthiat manages the edge nodes locally and
acts an agent enabling remote management of the edge nodebeiaide area network.

1 Sitespecific decision and application loghat are perform within the local scope.

7.2 SECUR IMPLEMENTATIONS

To secure an Industrial Internet System, we outline a number of important and common security
issuedo be addressed in its implementation.

Endto-end securityTo achieve endlo-end security in an 1IS, its implementation must provide:
1 protecteddeviceto-device communications,

confidentialityand privacy of the data collected,

remote securitymanagemat and monitoring

simultaneouslhaddressingyoth existing technologies as well @sw technologiesand
seamlesslyspanning bothinformation technology (IT) and operational technology (OT)
subsystems and processes without interfering with operationaimess processes.

= =4 =4 A

This effort requires building in security by design rather than the cfitexdl and oftenfailed
paradigm of bringing it in as an afterthought.

Securing legacy systemilost lISsincorporate legacy systemdue to the effort and capital
expense involved imeplacingor retrofitting these systems imndustrial plants hospitalsand
infrastructures Often the legacy endpointén these systemsmplementlimited or no security
capability in processing and in the protocols they use, and theyharenodifiable to add the
requisite security capabilitygcurity of the overall systemequires minimizing the attack surface
of theselegacysystems

The use of security gateways is @pproach to secure legacy endpoints and their protocols. A
security gateway acting as proxies for the legacy endpoints bridges the legacy protocols
supported by the legacy endpoints and their counterparts used by new endpoints. A security
gateway isolatethe attack surface introduced by the legacy endpoints and their protocols to the
links from these endpointsdowever,isolatingthe attack surface igsufficient,aswe still need

to detect attacks. We want to detect security attacks by analyzing tha ftatanomaliesand
abnormal behaviom a way that can bdone within the threat surface, that is not all attacks will

be routed through the gateway.
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Secure Core Protocols

\ 1
[N ’\3"

_— -

Security Gateway

Secure Endpoints
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Legacy Endpoints Legacy Protocols protected by

physical & L2/13 security

Figure7-5 Security Gateway Deployment Pattern

Security for architectural pattern€Every architecture pattern has its owspecific security
requirements and challenges. In thigree-tier architecture pattern, for example, ther@re four
critical areas and operatiore secure

1 end-points

1 informationexchange

1 management anatontrol

1 data dstribution and $orage

Endpoint securityMany lISsieed to embedsecurity capabilities and policy enforcement directly

in end-point deviceslt includes the enablement of the remote management and monitoring of
end-points for near reatime security responses during an attack as well as for proactive security
measures prior to an attack. The epdint should have thability andautonomy to deénd itself

and must remain resilient even when disconnected from the external security management
systems. Endpoints must be able remain secure and resilient even when adjaee@ndpoints

are compromised® The embedded security measures should includiigating controls,
countermeasures and/or remediation actions defined by security policies to minimize the risk of
being compromised anthe impact when being compromised.

Information exchange securityfCommunication and data exchanges within an IS must be
protected for authenticity, confidentiality, integrity and neepudiation. Security solutions and
practices innformationtechnologies can be applied to network segments and applications that
are kuilt on information technologieshased infrastructures in an 1IS. In some industrial

2 Both in the physical and the process sense.
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environmentslegacy communication technologies, protocols and processing capability may limit
the full security implementation for information exchange. In these envirents, the security

995 gateway approach discussed above may be employed to protect the information exchange
between the local legacy environments and the broad systems while enforcing logical isolation
and physical protection for the local environments untietinadequate legacy systems are
phased out over time.
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Part Il Analysis of Key System Concerns

Part | described the several viewpoints and the varimugtionaldomains needed t@valuate
Industriallnternet SystemsiHowever, here are comron concerns that cannot be assigned to a
particular viewpoint or functional domain, such as the key system characteristics that we
discussed in Chapte2. Addressig these concerns requires consistent analysis across the
viewpoints and concerted system behaviors among the functional domains and components,
ensured by engineering processes and assurance programs. We cakelgesgstemconcerns

In this part, we ighlight a few of these key system concerns in Industrial Internet systems as
special topics and provide additional analysis on them. For some of these topics, we summarize
their key elements based on prevailing and matured technologies and practicesat@stnt to
Industrial Internet Systems. In others, we introduce some forwaaking ideas bridging what is

in place now and what is needed in the near future to support the kind of 1ISs that we envision.
These topics are:

Safetyhighlights a number ohiportant considerations for safety in IISs

Security, Trust & Privagyovides additional (to those presented in Part |) details on how to
secure |ISs entb-end.

Resiliencgoresents a few ideas on how to establish a resilient system, in reference to @ome
the learning from the military programs and operations

Integrability, Interoperability and Composabil#tyggests the direction in which [ISs components
should be built to support the dynamic evolution of componenteluding seHassembling
components It also serves as unifying reference topic for some of the topics, such as
Connectivity, Data Management, and Dynamic Composition and Automatic Integralliaf,
whichare to follow.

Connectivitydiscusses a fouradional aspect of Industrial Internethow to connect the
numerous components (sensors, controller, and other systeag®therto form IISs

Data Managementconcernsthe basic approaches for exchangiagd management of data
among the components in IISs

Analyticsconcerns the transformation of vast amounts of datdlected in an lIf#ito information
that be used to make decisioasid system optimization

Intelligent and Resilient Contratesents a conceptual model and some key ideas on how to build
intelligent and resilient control

Dynamic Composability and Automatic Integratiooncerns flexible adaptation to optimize
servicesasenvironments change and to avoid disruptions as components are updated.
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8 SAFETY

The Industrial Internet and the systemsamprisesmanage a variety afafety-criticalprocesses.
Safetyis a key concern of IISs that must be considered and analyzed throughaulifdeycle.
Depending on the operating domain, regulatory requirements may mandate that a target safety
assurance leel be established for liSusing a risk assessment process. While ¢hare
existingsafety standardshat may apply to 11ISs under development for different domains (e.g.,
nuclear, rail, medical, automotive, process, maritime, machinery, iaastrial process
control), many are based on the fundamentals established in ISO/IEC &ls@8onal Safety of
Electrical/Electronic/Programmable  Electronic  Safetgted Systemand do not
explicitlyaddress safety issues related to the cras$ting concernsarchitecture, integration

and overall lifecycle of 1ISs. A complete dissertation of techniques for establishing and meeting
lISsafety goals is beyond the scope of this document, but some of the relevant concerns are
presented here.

Safety is aremergentpropertyof the system in questioand that hagswo major implications for
systems engineering:

1 Safety is not compositionadafetyof every componenin the system does natecessarily
imply sdety for the system as a whole.

1 One cannopredict the safetyof a systemn a particular situationvithout first predicting
the behavior of the systenm that situation

Therefore, IS design mustfocus on not only mandating general notions of safety batso
providing mechanisms that enable systems integratorsn@asure,predict and control the
behavor of the system. & systems integrators to ensure safethey must understand the
intended behavior of the systemnd at the same time employ mechanisms that aanstrain
unintended behaviarSafety can be addresg either passively (e.g. by adding guards around a
process to make sure nothing escapes the guarded area) or actively (e.g. by adding components
that adjust the systems behavior to assure it is safEchanismsnclude, butare not limited to:

Support fo independenfunctionalsafety features: A functional safety feature is a feature the

rest of the system relies upon to ensure safe operation. Examples include airbags in automobiles,
ejection seats in military aircraft, and the automatic shutdown system in nuclear reactors. It is
not possible tgrescribe specific functional safety features in general because a functional safety
feature for one system or context may result in unsafe behavior in another. That being said, each
safetycritical 11S must implement the functional safety features neagssto its safety
requirements and usage context. Architecturally, functional safety features should be isolated
and independenbf the rest of the system to the maximum possible extent. This simplifies system
safety validation and allows system integragdp mitigate costs associated with ensuring safe
a2adsSyYy o0SKI @A 2 Ne RaleRsliabilitgnol AeSil@ncd i@ Fafe@ritical Systens
below).

Welldefined, verified and documented interfac€be system components used iBdinust have
well-defined, verified and documented interfaces. Systems integrators can leverage the
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specificationsand the evidenc¢hat demonstratesthat compaents conform to its interfacep
makepredictons aboutthe emergent behavior of the composite systelmterfaces of concern

75 include software, such as APIs, and reley@ntsicaland processingharacteristics thainclude
the resource usage requiremengmdhow the component will behave wharsed in its intended
environment. Component manufacturers should makaikableanyevidence used to verify that
a component conforms to itspecification This helps system integrators predict how two or
more componentsnayinteract when composed.

80 Enforceableseparation ofdisparatefunctions andault containment Componenimanufacturers
cannot provide complete assuranceof component behaviobecausetesting cannot cover all
eventualities Additionally systemintegratorsmay opt to control costs bysing components that
come with lessassurance(providing those componentwill not be used to support a safety
critical function).

85 Systems integrators must ensure that low assurance components will not negativedet
safety critical system functions. Thuksdesignmust have mechanismsd enforce separation
between disparate functions and components. The enforcement mechanismisuliste faults
and prevent unintended interactions between different system component&xamples of
unintended actions include:

90 1 A software component stelg CPUresources from another.
1 A software component corruptgthe data or instructions of another.
T ! RSOAOS 2y GUKS ySGég2N] oS Org¥tBedcomponerdsk 6 0 f A Y
from communicating in a timely manner
1 A can of liquid on a conveyer spillingdacausing the floor near the machine to become
95 slippery, causing a mobile robot to lose traction.
1 A motor drawing more power than expected causingr@awvnout affecting other devices
on the same branch circuit.

Runtime monitoring and logging: Engineering isa human activity, and our knowledge of
engineering is constantly improving. System failures, when they occur, should be looked upon as

100 an opportunity to learn more Mechanisms for gathering and preserving the episodic chain of
events that has led to ailare may be useful to determine the underlying causes of a particular
failure incident. Runtime monitoring and logging is one approach to gather and preserve such
information.

In addition to supporting postccident forensic activitiesuntime-monitoring and logging can

105 helppreventaccidents Runtime monitoring can detect if the system under scrutiny has entered
or is trending towards an unsafe staé@d generate an alertSome systems are equipped with
special safety functionthat automatically activa a safety mode in response to this alert. These
safety modes are designed to either drive the system to a safe state, or prevent the system from
entering unsafe states in the first plage.g., theautomatic shutdown systenof a nuclear

110 reactor).The runime monitor can triggesuch mode changes
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8.1 RELATIONSHIPS WITAHERCONCERNS

Safety interacts with other system concerns.

Therole ofreliability andresilience irsafety-critical systemsb S A K S NJ W N#Bdlidneed A f A (0 &
imply system safety. Indeed, there can be reliable systems that are uimstfat they reliably

perform unsafebehavior,and there can be unreliable systems that are s&feen soreliable and
resilientinfrastructureis usefuland sometimesnecessaryd support the safetycritical functions

of a larger systemExamples of features that support reliability and resiliency include fault
tolerant computation and communication, replicated communications, distributed consistency
protocols, adaptive control @12 NA 1 KYa > | YR WKI NRSY SRQarderey L2y Sy
CPUs and memorynfortunately, increased reliabilitynay increaseost. This can be mitigated

at the architecture level: TheSscould partition the infrastructure to allow for separation

between the infrastructure utilized bysafety and norsafety functions. The safety functions

reside ona highreliability (or highresilience and highsecurity) partition while nonsafety
functionsare deployed omaless reliablel{ut cheaper) partition.

Therelationshipbetweensafety andsecurity: Often, system safety requirements impose system
security requirements. Sometimes safety depends on the presence of a security feature. For
example, if a platform cannot protect application code from unauthorizeddification,
malicious actors can corrupt safetyitical control algorithms and drive the system into an unsafe
state. Sometimes, safety depends on the absence of a security feature. For example, one may
actually want unauthorized or unauthenticated usgsuch as emergency responders to have the
ability to initiate emergency shutdown procedures. Safety and security requirements (and their
possible implementations) must be carefully balanced.

Implications ofdynamic composition andautomated interoperability for safety. Traditionally,
safety-critical systems have been designed, manufactured and integrated by a single systems
integrator. This model of integration allows the systems integrator to ensure the safety of their
system by decomposing system sgfeeéquirements to sutsystems in a toglown manner and

by verification and validation to ensure that no unsafe interactiamsre introduced during
integration. Dynamic composition and automated interoperability functionality enable two
models of system imtgration each with their own set of implications for safety and the IIRA.

Acceleratedraditional: Here systems integrators still design, manufacture, and integrate the
system prior to its delivery to the customer. The systems integrator understandofhlevel
system safety requirements and the collection of specific system components that will be
composed to comprise the system. In this model, dynamic composition and automated
interoperability features, such as active iniesmponent interface checkingcan reduce
integration effort by the systems integrataof those features can be trusted. If the dynamic
composition and automated interoperability features cannot be trusted, then it would be
possible to compose components with incompatible interfae@sl other integration verification
activities must be performed by the systems integrator to ensure the system components
interact properly with each other. Therefore, if dynamic composition and automated
interoperability features are used to support safatritical functions, those features themselves
must be verified and validated to the same level of assurance as the safety critical function.
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UserassembledHere component manufacturers market a variety of interoperable components.
Users can buy those¥ol,l2 y Sy Ga FyR O2YLI2AaS (GKSY Ayil2 | &aes
specific needs. Users effectively act as the integrator of these systems. Unlike the traditional
155 integration model, here the integrator (the users) would not have the necessary engineering
expertise or resources to ensure the safety of the composite system. Indeed, the user may not
even have a comprehensive understanding of the-leyel safety requirements for the
composite system. Instead, the dynamic composition and interoperabilityfeatof both the
[IS infrastructure and IIS components must be designed to enforce safe system integration.

160
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9 SECURITYIRUST ANIPRIVACY

To address the concerns of security, trust and privacy in Industrial Internet Systerts-emnd
security capability mst be provided to harden endpoints, secure deviceto-device
communications, enablremote management and monitorin@nd secure data distribution. This
end-to-end security capability with redime situational awareness should seamlessly span the
functional domains, and the information technology (IT) and operational technology (OT)
subsystems and processes without interfering with the operational business processes.

Today, we build 11ISswith technology from multiple vendors who provide heterogeneous
compaentswith various levels of security. This is fertile groundvweik linlsin the assembled
system that must be addressed by building security in by design rather than thetaédrand
often-failed paradigm of bringing isecurityas an afterthought.

Secure design requires establishing the relevant security concernseridpoints, the
communication between the, the management of both the endpoints and the communication
mechanisms and for processing and storing data. Tiodlowing security concernsnust be
considered for each of the viewpoints:

1 business viewpoint, for an assessment of business risks, cost factors, regulatory and audit
requirements, and what is the ROI on security investments

1 usage viewpoint, for a description of security procedures] of how to secure entb-
end activities in an 1S, including privileges assigned to their, roles

1 functional viewpoint, for a detailed assessment of security functions required to support
end-to-end secure activities and operatioasd

1 implementationviewpoint, for ensuring secure architectures and the best use of relevant
security technologies.

Security requirements in each of these viewpoints can be analyzed and addressed separately, but
a comprehensive security solution requires considering therjphdy between them, for
example, how some system designs (implementation viewpoint) need to comply with costs
aspects (business viewpoint), or how some security functions (functional viewpoint) may not be
appropriate for some endiser requirements (usageewpoint).

Flawsintroducedduring the design ofiSscan be exploitedy hackers and intruderdgadngto

data leakage, business disruptidinancial losses and damage to products and company brands.
This mandates that security be integrated from thetsai with a comprehensive development
lifecycle encompassing not only the software design lifecycle, but also hardware design at chip
and device level for hardwa#lgacked security, secured physical design (e.g. tamper
resistant/proved) for the devices aretjuipment, and physical plant design along with a robust
personnel security program. Each of these requires training and data gathering through the
development, deployment and operations of these complex systems.

It is important to keep in mind that sectyimetrics are difficult to define a priori for a system. In
order to provide assurance for security the IS needs to implement security best practices
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appropriate to the application according to stakeholder policies. Some of the proposed best
practices ad implementation patterns are described in this section.

To build a comprehensive security solutiothe 11IS needs taddress the followingelevant
security concerns:

1 endpoint security

1 communicationsecuritybetween the endpoints

1 managementand monitaing securityof both the endpoints and the communication
mechanismsand

1 data distribution and secure storage.

The following subsections examine each of these concerns

9.1 ENDPOINTSECURITY

The security of the endpoint is fundamental to the security of théadand control of IISs. The
exact nature of the endpoint security is heavily dependent upon the type of endpamatsvhat
interfaces they exposdHowever, the security measures that are required to protect them share
many common security functions. Thesemmon security functions can be organized and
implemented consistently as satbntained modules that can be deployed in the endpoints to
enforce uniform security policies. Once deploysacha security agent can monitor and perform
security managemenon the activities within an endpoint and its communication with other
endpoints.

There are many ways to attack an endpoint and therefore many issues to ad@hesssues to
address include

Secure boot attestation

Separation of security agent

Endpoint dentity

Endpoint attack response

Remote policy management

Logging and event monitoring

Application sadboxing

Application whitelisting

Network whitelisting

Endpoint and configuration control to prevent unauthorized change to the endpoints
Dynamicallydeployed countermeasures
Remote and automated endpoinpdate
Policy orchestration across multipledpoints
Peripheral devices anagement

Endpoint storage mnagement

Access antrol

=

= =4 =4 8 4 8 4 -5 -5 -9 _9 -9 -9 -9 -°
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9.1.1 SFCURBOOTATTESTATION

Anendpointmust start froma knownsecurestate, followingonly aprescribed boot sequenaaf

steps, with no modification of intended execution functidio. ensure this,emote attestationto

the integrity of the boot sequencévia the secure agentas well as policy to describe how to

proceed vhen deviation from the expected boot sequensealetected may be used.

Ly GKS S@Syid GKIG Iy SYRLRAYGQa 06220 aSljdzsSyosS
boot process shall fail, and optionally report failure via the secure agent. The endainid

either be stopped or be quarantined, depending on policy. This ensures that an endpoint that

has been tampered with does not participate in the 1S, thus preventing an attack entry point to

the overall system.

9.1.2 DEPLOYMENT @ECURITAGENT

Four primay security separation models exist to deploy the secure agent at the endpoint:
process, container, virtuaindphysical

Processhased security agent If the security agent resides in a process, then it shares the
operating environment with other process.This is the traditional security modelommon in

the home environment in the form of antiruses and miscellaneous security softwar@is
modelis well understood and widely implemented, but suffers freevere securityveaknesses.
For example, i& proces®n the device is compromised, it may serve as an attack vémtdhe
agent to be compromised®

Containerbasedsecurity agent The security agent can also be implemented with a secured
container within the endpoint. With this approach, theeparation isimplemented using
hardware and softwareenforced boundaries.Containerbased security agents include
operating system containers (softwarejrusted Platform Module hardware co-processos,
secure memorynappingand @de execution crypto ogrations 2’

Virtualizationbasedsecurity agent Hypervisos in virtualized environment are widely used to
enforcesecurity policiesransparently on enterprise and cloud applications in enterprise IT and
cloud computing environments. Applied to security anagement of devices in the OT
environment, this approach allows the security agent to function independently in its own
environment without changing the existing endpoint functions and its OT operating
environment. Howeveroperating within the same physal endpoint as the OT environment
does the securityagentgains increased visibility to the activities of the OT environment and is
thus able to controlsecurity activitiessuch as embedded identity, secub®ot attestation,
communicationgimplementingfirewall, onrdemandVPNconnections, mutual authentication,

26 A path or mans (e.g. viruses-mail attachment, Web pages, etc.) by which an attacker can gain access
to a computer or network server in order to deliver malicious payloads or outcome.

27Qqych as the ARM TrustZone and Intel Software Guard Extensions
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communication authorization, data attestation, IDS/IPS, etal) transparent to the OT
environment

Gatewaybasedsecurityagent When security canot be added to an endpoint, as is the case f
legacy systemsa security @teway or bump-in-the-wire implementing the security agent
function as a physically separate network node can be deployed to secure these type of
endpoints and their communications. Becauke security agenis not physicajl on the same
endpoint that it protects advanced security functionsuch as secure boot attestatioor
application whielisting in that endpoint cannot be easily implemented.

9.1.3 ENDPOINTDENTITY

Endpoints andother controllableassets inan [ISmust have aunique identity so theycan be
managed and tracked via the secure agent. Ideally, this identiyarswareembeddedso that it
cannot be altered. Identifiers traditionally used in applicatiosnisch asP address, MAC address,
host name Bluetooth addressd IME] are not sufficiently secur®r they can be changed easily
and spoofed trivially.

(redentials may be issued to the ldelr of each identity to prove that itslentity is genuine.
These credentials, such as cryptographic kaysst be secured bipardware. These measures
are requiredto prevent logical attack®y & A Y LIS NA 2 {éditiinate/ideéatity,and physical
attacksby replacing a genne asset with a forgery

9.14 ENDPOINATTACKRESPONSE

When an endpoint is attacked, it should defend itselfo the attackand reconfigure itself to
thwart the attack based on policy. The responsibéEurity management systeifgee section
9.1.10 should provide the pay to the secure agent in the endpoint in response to the attack,
or a priorifor use when communication with the server is severed.

Endpoints must remain resilient and secure even when their peer endpoints have been
compromised. If an endpoint is able tecognize that a peer has been compromised, it must
report the event to thesecurity management systenthe security management system should
then quarantine that compromised endpoint to contain the damage and diminish the risk of the
compromise being spad.

Upon the detection of an attack, an endpoint may increase the level of security monitoring and
analysis, and stop suspicious processes and serisethethreat subsidesa decay algorithm
slowlyshouldreduce the rislassessment, as appropriate, bring the system back to the steady
state, resettingappropriatepolicy along the way.

9.1.5 REMOTHPOLICYWIANAGEMENT

A central security management systeghefines tie configuration of thesecurity controls and
functionsasa form of a security policy for eaeimdpoint The securitpolicyis communicatedo
the secureagentthat authenticates and enforces the policy at the endpoint. Policies can be
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modified and updated to the security agent -demand to address new vulnerabilities or
changing concerns in respse to changing circumstances.

9.1.6 LOGGING ANB/ENTMONITORING

The security agent must be able moonitor and record eventss theyoccurat the endpoint
includingevents pertinent to security violation, uséwgin/logout, data accessgonfiguration
update,applicationexecutionand communication

The endpoint policglefines theevents of interesend how specific event records angersisted
Thisincludes location of the storage and the rule for retention to guard against premature
deletion of event recordg-or example, everlbgs can bestored in a known location on thecal

file system or at a remote location that can survive endpoint tampering or failtitee policy
should contain provision on access control to prevent unauthorized access and tamaieding
privacy control to prevent the leaking of persolyatientifiableinformation.

9.1.7 APPLICATIOWHITELISTING

Mechanisms should be in place at the endpoint to ensure that only known and authorized
application code (whitelist) includiniginaries, scriptslibrariesare allowedto execute on the
endpoint to prevent the endpoint from being compromised by malicious cod# other
execution attemptsshould be halted, logged and reportetihe security management system
may update the applicatiowhitelistin the policyat the secure agent for its enforcement at the
endpoint

9.1.8 NETWORMVHITELISTING

Mechanisms should be in place at the endpoint to ensure thaly ca defined set of
source/destination, port and protocol tuples is allowed to communicate to/from thdperint.
All other communication attemptshould be terminated, logged and reportedrusted and
securedmutual authentication is desirabknd required in some casé&s prevent masquerading,
martin-the-middle attacks and other networkiased attacksThesecurity management system
may update the networkvhitelist in the policyat the secure agent for its enforcement at the
endpoint

9.1.9 DYNAMICALIDEPLOYEGOUNTERMEASURES

Thesecurity management systeshould be abldo deploy trusted newcountermeasures and
other mitigating controlsas part of the endpoinsecurity policyto the security agent for its
enforcement at the endpoint

9.1.10 REMOTE ANBUTOMATEBNDPOINTJPDATE

Thesecurity management systemust beable to remotely update the enmbint with trusted
software updates vi#ghe secure agent through an automated and secure process. The firmware
and software updates must be first authorized by tbecurity management systeiefore
distributing them to the security agents at the endpointdpon receiving the updates, the
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security agents must validate the update based on its policy before allowing them to be
implemented at the endpoints.

9.1.11 POLICYORCHESTRATIANROSMULTIPLENDPOINTS

Policy orchestration is the coordination sécuritypolicy across multiple endpoints to enable
secure, trustedoperation workflow across these endpointd=or example, a datgenerating
sensor endpoint and a storage endpoint must have synchronized a consistent policy for the data
generated in the former to be sted in the latter.

9.1.12 PERIPHERAEVICEMANAGEMENT

Peripherals on an endpoint must be managed based on security mpalieerning whether to
allow a peripherato be connectedo or disconnected from the endpoinfny violation of this
policy, such as unalorized removal of a peripheral, may cause the endpoint to be considered
compromised and thus subject to quarantine. The security policy should disable by default all
communication ports such as USB or other console ports at an endpoint unless theyaferuse
operations. The security agent may allow a port to be opened temporarily for diagnostic
purposes, howeverthe portshould be closed immediately when it is no longer used.

9.1.13 ENDPOINBrORAGMANAGEMENT

Data storage and file systems at an endpoint mastmanaged based on security policy. The
security nmanagement function includes file integrity monitoring, file reputation tracking
(blacklisted, grayisted, and whitelisted)jlata, file, file system or devidevel encryption, file and
dataaccess rightnanagement remote access to file systerdata lossprevention and alerting
policy violatiors reporting

9.1.14 ACCESSONTROL

Network access to endpoints must be controlled based on security policy that allows connections
required by the operations and deny alher connections. Thenauthorized access attempts
maybe logged and reported to the&ecurity management systefar analysisThese unauthorized
access attemptsnay be the result of a misconfiguration or an indication of attack that requires
appropriateresponse.

Threats enacted through physical access to endpoints must be considered. Disconnecting power
or network cables to an endpoint should not result in vulnerability beyond an endpoint going
offline.

9.2 (GCOMMUNICATIONEECURITY

In addition to communicatiorsolutions with welknown and mature security features, such as
Ethernet and Ibased connectivity, industrial systems use an assortment of induspreific

and often vendorspecific legacy solutions that have limited or no security features. In some
cases, a number of legacy communication solutions are used in separate segments of the network
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where new systems are meshed with legacy ones. Securing communications consistently
between legacy endpoints and those using new solutions presents speciahgesllie 11Ss.

This section describes how communications between IS components must be secured, and
presents scenarios where security must be considered in the following areas:

1 Architectural considerations for information exchangeusrity
Security irequestresponseand publishsubscribe communications
Mutual authentication between edpoints

Communication athorization

Identity proxy/consolidation pint

User authentication and authorization

Encryption communication

= =4 -4 4 -8 -4

9.2.1 ARCHITECTURBDNSIDERATIONS HOFRORMATIOBXCHANGEECURITY

When designing security solutions, consideration must be given to requirements in
confidentiality, integrity, availability, scalability, resilience, interoperability and performance for
both transport layers (theommunicatiom transport layeandthe connectivity framework as
descibed inChapter 12. Protecting communication links at each layer requires corresponding
security controls and mechanisms applicable to that layer. An important design question,
therefore, is whicHayers to protect, and how to protect them for a given industrial application.
Providing security controls in all layers may be necessary for some applications but may bring
unacceptable performance costs for others.

9.2.2 FECURITY REQUESRESPONSEID PUBSHSUBSCRIBE COMMUNICNS

Two common patterns in IIS communications are requesponse and publiseubscribe.The
requestresponsepattern is common in industriatystems Examples of the implementatioof
this pattern include Java Remote Method Invii@a (Java RM[g], Web Services/SOAHA, RPE
over-DDS[8], RESTful Server®PC[9], GlobalPatform Secure Channékrotocol and Modbus
[10]. As the protocolf this pattern vary in degrees of support for security, they should be
independently andcarefully evaluated with regartb confidentiality,integrity and availability
requirements As an example, Modbus, a popular applicafievel fieldbus protocol within
industrial systems, lacks support for authentication and encryptemmg does not provide
message checksums, and lacks support for suppressing broadcast messages.

Some implementations of the publisgubscribe pattern, such as MQTT or AMQP, rely on an
intermediary message broker that performs a stamed-forward function to roue messages;
others such as DDS may be brolegs. Endpoint security policy should be applied both the
publishsubscribe endpoints as well as the message broker (for the former case). For thepublish
subscribe pattern the primary categories of threats aneauthorized subscription, unauthorized
publication,removaland replaytampering and unauthorized access to data.
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9.2.3 MUTUAIAUTHENTICATIGETWEERNDPOINTS

Endpoints must be able f@erform mutual authenticaton beforeexchanginglatato ensure data

are only exchanged with intended parties and not leaked to malicious or unauthorized entities.
The security policy may specify the acceptable authentication protocols and credeatiad
usedfor authentication.Resourceconstrained devies, such as sensors, may lack the capability
to perform cryptographic intensive operations and implemdightweight authentication
protocols instead to limit therulnerability.

924 COMMUNICATIOAUTHORIZATION

Before granting access of any resource, to anhenticated party, authorization must be
performed at the endpoint according to the security policy. The security policy may specify fine
grain authorization rules such as what data records to share with whom, under what condition
(e.g. encryption, anonymation or redaction of certain data fieldsicluding temporal and spatial
conditions

9.2.5 IDENTITPPROXACONSOLIDATICHRDINT

In existing industrial deploymentgbfown-field¢), the identification of endpoints and their
authentication may not be achievable imay that is consistent with higher security standards.

In this case, these components may be proxied by an endpoint with capability that meets the
higher standard and capable of performing the proxy functiottee proxying endpoint is
referred to as a segity gateway (see section.2). The security gateway, among other functions,
provides identity and authentication proxy functions to these brefiadd endpoints eabling

them to participate secwlyin the IIS.

9.2.6 USERAUTHENTICATOANDAUTHORIZATION

In addition to theendpoint credentialsuser credentialsan be usedo identify the user of the
endpoint uniquely. This igor authentication and authorization of theser for access to the
network and resourceat an endpoint The combination of endpoint and user access control can
be used to present a unique access profile to request access to resources at an endpoint.

9.2.7 ENCRYPTION (B®DMMUNICATION

Data exchange betweeendpoints over communication channels must be encrypted with
cryptographic keys of security strength andpher suite meeting the security policy
requirements.

9.3 MANAGEMENT ANBIONITORINGECURITY

Management and monitoring security involves these areas:

1 Identity management
1 Provisioning andammissioning
1 Security policy mnagement

[IC:PUB:G1:V1.07:PB:20150601 --56-- Version 1.7



450

455

460

465

470

475

480

Industrial Internet Reference Architecture

Endpoint activation management
Credential nmnagement
Management onsole

Situational avareness

Remote pdate

= =4 4 -8 A8 2

9.3.1 IDENTITMANAGEMENT

Management and monitoringesiliency

Hardwarebacked dentity is required to determin¢he identity of the endpoint&authoritatively.
Keys and certificates should be stored in a hardwseeuredcontainer (e.g. TPM)These
hardwaresecured containers generate asymmetric key pairs on chip andrrexpose private
keys outside of the container. They perform cryjeerations onchip with the privatekeys.

They exporpublic kegto be distributed to other endpoints or likely signed into PKI certificates

by acertificate authority. These containex also perform other cryptbased security operations
such asattestation, signingand sealingon-chip.

9.3.2 PROVISIONING AKIDMMISSIONING

An endpoint must be provisioned and commissiosedurely before it iallowed to participate
inan IIS. In many caséBis process needs to be automatethis requires identity and credentials
to be generated, distributed and installed in the endpoints amdjistered with thesecurity

management system

Endpointdevices receive an identifier either at the time of harade/ananufacturing, when the
softwarefirmware image is provisioned to thdeviceor on first boot after that provisioning.

hLiiAaYylftftes RSOAOSaA
manufacturing.

Alternatively, deices may generate a credential on first boot then register that credential with a

NEOSA @S

by AYAGALFT &S

trusted authority; or the device may receive credentials frormaested authority. The device may
registerits credentials withadditionalauthorities.

9.3.3 S CURITFOLICYANAGEMENT

Remotepolicy managementinvolves plicy creation,assignmentand distribution. Policies are

defined on asecurity management systeand communicated to endpoints via the secure agent.

Theagent also ensures that the policy is available to thprapriate processes on the endpoint
for configuration and enforcement. Thagient may pull the policy, dhe policymay be pushed
to the agent Theagent may interpret the policy for the security processes on the endpoint.

There may be cases where crasganizational communication is required; therefore, a common

set of interfaces and protocols between the endpoints andgeurity management systerand

evenamong theendpointsis required.
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9.34 ENDPOINACTIVATIONMANAGEMEN

Endpointactivation is the event wherea new endpointis recognizedauthenticatedand then
permitted to exchangedata with other endpoints in thesystem An endpoint may need to
activate with thesecurity management systeta be considered a legitimatendpoint in the IIS.

Endpoints should be able tactivate dynamically and securely on multiple systems
simultaneously, and deactivaescircumstancerequire.

9.35 OREDENTIAMANAGEMENT

The cedentialmanagement lifecycle consists of:

credential provisioningenrollment/recognition

additional credentialgeneration (particularly for temporary credentials)
credentialupdate

credentialrevocationte-recognition

= =4 4 2

The credentialsat an endpointare managedremotely and securelypy one or moresecurity
management systeda @Al (KS &aSOdza2NBE |3Syid ¢KS SyRLRAY
updated and revoked by security management systenand thisshould be able tde done
automatically for many endpoints at once.

By allowing credentials to be managed by multipéeurity management systesnthe endpoint
can be authenticated by multiple 1S networks at the same time. This also requires that one or
more certificate authorities can be used on any one endpoint.

There are concerns over using the PKI system (i.e. iCatifAuthority Model]11] for managing

large number of endpoints in I[ISs because of its constraints in scalability and reliability, and
complexity in management. New schemes such as the-li2d&d Authentication of Named
Entities (DANH)L2] are emerging to address some of the scalability, reliability and management
issues that associated with existing PKI system

9.3.6 MANAGEMENTONSOLE

The management console allows human user interaction with the security management system
for taskssuch as creating and managing security policy and monitoring security activities and
events across all the endpoints.

9.3.7 STUATIONARWARENESS

The security management system in an 1IS must maintain awareness of situations in the network
of endpoints includingsecurity events, attack attempts, currently deployed mechanisms to
thwart such attempts, network healtandgeneral endpoint status.

In addition to singlesvent issues, patterns emerging a sequence of events can contribute to an
understanding of the curmt environment of the IIS. For example, while a single failed login may
not be interesting, a series of failed login attempts is significant and contributes to situational

[IC:PUB:G1:V1.07:PB:20150601 --58-- Version 1.7



520

525

530

535

540

545

550

Industrial Internet Reference Architecture

awareness. A detection of a single port scan event is not as interesting as actenents of
port scans. By correlating information, the 1IS is able to detect systigl|m attacks, whereas less
coupled systems would miss them.

9.3.8 REMOTHRJPDATE

Mechanism must be in place to automatically, securely and remotely update software/firmware
via the security agent at the endpoint in response to identified vulnerabilities so they can be
remedied quickly.

9.3.9 MANAGEMENT ANBONITORINBESILIENCY

Security management needs to manage and monitor the IIS network especially when facing non
optimal network onditions such as when it is under attack, degraded or damaged. The
communication mechanisms for management and monitoring must continue to function as well
as possible, and be able to restore the network to full function with as little manual intervention
as possible.

9.4 DATADISTRIBUTION ANBECURISTORAGE

A core benefit of the Industrial Internet is improving the performance of its operations through
data analysis. This process requires the collection of large amounts of dataligsisn multiple
locationsand its storage for future use. All these operations must comply with privacy and policy
regulations while still providing access to permitted data.

We must therefore consider:

data security

data centric policies

data analysis and privacy
IT systemsand the cloud

= =4 4 4

94.1 DATASECURITY

Sensitive datén anliSmust be protected during communicatigeee sectior9.2.7) and storage

In the case of storage, sensitiglata can be protectely employing data encryptioat thefield,
record, file, directoy, file systemor storage device level. Access control to the sensitive data
must be enforced based on authentication, authorization and access control policy.

942 DATACENTRICPOLICIES

Datacentric policies include data security, privacy, integrity and ownership, and these policies
apply through all stages, includidgta collectiondistribution, processing and storage.

Different actorsdictate these curity requiremens and policies: compliana@mandates suchas
the Sarbane®xley act; industry standardsuch as collecting automtve information; or
national security enforcementp preserve the secrecy of vital parameters in a nuclear reactor.
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The information providedby these actors must be translated and implemented automatically to
prevent errors.

943 DATAANALYSIS ANBRIVACY

To protect sensitive data or meet privacy requirements, data access policy may be provided to
enforce finegrained data access rules for exampguiring certain data or fields to be removed,
encrypted, obfuscated or redacted before distributing them to the data consumers for analysis
or other uses.

Record
/

! Data 7
' iZ
(Age| [ Address |[ Name |[SSN|(heart rate|[ blood pressure |= = -JJ

Rounding Rounding Replacing by tokenization

inthe 10 in state Encryption by multiple-encryption
year old unit and partial-decryption

Figure9-1 Data record encryption, obfuscation or redaction for privacy

The medical record shown iRigure 9-1 requires the enforcement of privacy if it is to be
distributed ard analyzed by third partieg.his is achieved by obfuscation and encrypting at the
record level.

9.4.4 ITSYSTEMS AND TAEOUD

In many casethe storage, distribution and analysis of the dateds tobe performed at thdT,

as opposed to OT environments. Toofact the data, provenance information and privacy
requirements should be attached to it so that ownership and the custody chain for the data
records can be maintained. This applies during communication, when the data is processed by
cloud systemsdetachal from the industrial systejn when the analysis is performed by third
parties, or moved to storage environments with different privacy requirements.
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10 RESILIENCE

Resilience is more than just recovering quickly from pressure. To be resilient is to be able to take
GoAdGdSNI OANDdzY il bggt S jobidghnet & rinidtik cBsEroreloyhBt be done as

well had less (intentional or unintentional) adversigen present, but it wilbe done. Resilience

is a superset of fault toleranteand very much related to autonomic computing notions of-self
healing, sekconfiguring, setbrganizingand selfprotecting?82°

No other institutions are more involved direcily bitter or adversarial circumstances than the
military. No other institutions have a greater dependence on resilience of its organizations and
operations to survive and to succeed. Therefore, the current thinking of the military on resilience
and the lesons they have learned in the past will inform us on how to better effect resilience
within Industrial Internet Systems.

Military Command and Contr¢C2) has four main functions:

Mission plannings either strategic(what resources and programs need toibelace to handle
expected major events in the long ternay,tactical (what resource can be deployed in response

to an event that is expected to occur, and what is the overall impact if the resource is diverted
from other tasks)Generally, tactical ptaning is done bynits like ships or battalions and by units

at higher levels such as a carrier group or a division) for larger engagements. Tactical planning
focusson a set of objectived dzOK | a (KS SySyvyeqQa ySEG Y20Sa
the deadliest threatFor IISs, this is the difference between how pl@n to fail(create systems

that are robust to expected kinds of failures and have sufficient resources to recover), and how
we enable recoverycreate subsystems that are aware of thewn performance and can adjust

how they operate, particularly in light of their peers.)

Situation awarenesss knowing what needs tde known about a situationin relation to the
tactical plan Situation understanding the larger contextual picturevhythings are as thegre.

Resource Managemenbalancescompeting interests and concesn It balances resources
between threats that are current and imminent and those that are future and potert@ an

IIS, it addresses questions such as how noachputational resource to expend against detecting

a security incursion vs. increasing replication of a service to assure that some copy will be able to
compute a needed result in time.

Decide and Assessthe execution arm and the part that measures whas been done. If one
sets out to neutralize an enemy emplacement, places the order and completes an air strike on

28 Fault tolerane traditionally addresses system internal faults caused by a bug, hardware failure, or some
kinds of internal error states. Resilience has a bigger scope in that it focuses on harmful elements external
to the system, often introduced by an adversary, theid to be unpredictable and unforeseen by the
aeaisSyQa RSaA3aIySNAO®

29 Sometimes called setfptimizing (as part of selEHOP), but optimization is often too strong a contept

we will accept suboptimal but improved capabilities as part of recovery.
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the target, the next question is whether it has in fact been neutralized. This of course has
implications fornext steps, which could be fiilner targeting ordetermining the targetis too

hardened and change the plan. For an IIS, there will be a constant balance of trying to decide if
0KS OdzZNNBy (G NBadzZ & Aa WwW3Iz22R Sy2dzdKQ 2NJ AT I RR
(such as adtlonal sensor readings to reduce uncertainty, confirmation dialogues to reduce risk

of unintended action), or suggesting angarvice part be scrapped after a minor failure as it is

more likely to trigger a major failure.

The military generally sorts rgsnsibilities into administration, intelligence, operations, logistics,
and communicationsallunder a common commanding officer. These groups may be replicated
at several levels of command, so there may be division level intelligence as well as bédtadlon
(or fleet vs. ship).

Military orders between levels of command have a specific syimakuding a number of sections

that must be addressedbut the most important aspect for resilience is the notion of
commandeds intent3° This is used as part thfe mission planning procesgherethe commander

asSita dzLJ oKIFG GKS YAaaAiazy Aa o2dzie ¢KS O2YYlLy
operationally, as it enablesasolatedunit at any levedevoid ofcommunication tostill have a

chance of knwing what to do even if the extant plan fails.

Example: For instance, if all we have is the order to neutralize hill 73, then we must continue
until hill 73 is neutralized or we run out of men. If we instead know that we are told this in
the context of géting a clear shot at bunker AAA which is blocked by hill 73, then an unit
which is (temporarily) under independent command can look at alternatives; perhaps all
that is needed is to suppress the enemy or divert them on hill 73 to give the unit the
opportunity to take the shot on AAA. So commani@dantent pushes decision making down

to the level that is best able (in terms of having the best information at the best time) to
make the decision. Then when the mission is completed, the unit can attempt to
reintegrate, report what they did while out of contact and allow the plans to be changed to
address the new situation.

¢CKAA | LIINRFOK KFyRfSa dzyOSNIFAyde FyR T Af dzNX
which is probably the most timsensitive part ocommandand-control. When executed well,

there is a tremendous amount of flexibility and local negotiation possien with
aisconnectedunits to ayet the job doned*!

Establishing a global information grid (a military cloud) to provide information to the frontline
commanders wherever they were has proved to have unintended consequdnaesxample,

VR F LI NG A Odz F NI A YLRRIEKY 83 8d @K K AWNE (KS IMROSNE I N
Y230 RIYy3aSNRdzA G(GKAy3Ia GKS& YIFIe& R2Ké tflyyAya 3ISyS
longer one has for planning, the largdrand M can ket which means that the unit can be ready for a

wider variety of unfolding circumstances.

31 The exact amount depends on the serviaaarines have a lot more doctrinal flexibility than army units
do for instance.
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providing this informationhas offered a way to run battles directlyofn the command
headquarters, overriding intermediate command. The military has moved in the other direction

in recent years partly becauseich remote control of battléurts resiliencySimilarly, moving
industrialO2 Yy G NRB f G2 (KS & Ddn@dmBtonlyYdesd thelnétwiosk itséltizieédie NB &
an attack surface and a point of failure, but the information available at the scene will always be
greater than that which can compressed into the piper resilience, we should instead think of

how to impoove local decisiomaking through network serviceswithout introducing new
dependenciesuch asisngthe cloud forhigherlevelmanagement and perhaps permission, but

not low-level control.

Here then is a list of lessons we can learn from the militargt@2ture and doctrine:

Expect to be disconnected from authoriifechanisms must be in place to allow the mission to
succeed, so some level of decision making on the edge is a requirement.

In an IIS, control elements for critical operations must not epathdenton network availability.

Good decisions are not made inavacdum/ 2 YYdzy A OF 4 S O2 tharungSm&BN & A y (
field understand show their actions fit the bigger picture. @bdity to alter plandocallyprovides
a lot more flexibility ad resiliency.

The implication for 1ISs is that local control elements must know more than just their own part of
the plan. They must have a bigger picture of what they are responsible for that allows them to
reconfigure their operation and maintain mieatlevel performance when under stress.

Peerto-peer communication is more important tharerarchical communicatiof€hanging plans

and developing new tasks requires the disconnected units to engage in all parts of command
and-control jointly with their reighbors so they can jointly succeed within the constraints of the
O2YYl yYyRSNRa AyiSyided hyOS GKIFG AyaGaSyad oFyR Iy
resources) is communicated, little more needs to be said from higher chain of command entil th
mission is completed.

In 1ISs, this suggests that components must be autonomous, and able to act independently based
on the plan and information from other independently operating components nearby.

Take advantage of the hierarchical network to optinait@arts of commaneand-control Do not

use the connectivity, when available, to centralize decision making but distribute information to
ensure that whole network becomes aware of changes to local plans so they can get an early
start onchangingoo.

InlISs, this suggests that components must be aware of the behavior of other components.

Build a system that does not need the network to waitkonly needs it to optimizehis is a given
Ay GKS W23 2F 41 NDQ

In 1ISs, this partly follows from being ablertm disconnectedHowever, sme functionssuchas
safety, should never be compromised just because of a network failure.
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Delegate authoritybut not responsibility Delegate sufficient authority to the agents to get the
tasks done, but assume full responsibility to ensure the tasks are done right.

In 1I1Ss, mechanisms must be in place to find the right function for the job, and to validate that it
did what it saidtiwould do. It is important, for example, that orchestration elements not just
suggest a process, but also suggest how the process can be validated and monitored.

Data without context can never become informati®ushing data around without context is not
actionable. Context is hard to transmiés most context is the unwritten aspect of the
OANDdzvaidlyoSa +FtyR K2g¢g (GKS RFEGF gl a 02ttt SOGSR®
aLJ2 0 Q LiIN&4DS d@herk yiedcontext actually is, enabling neshniques like learning to

discover local phenomena that can help the particular instance of the problem being solved

(rather than the much harder problem of inducing broad general rules).

Plans do not survive first contact with the enemdany plans arereworked every time we learn
something new. To have a plan is not to have a set of instructions for every situation but to ensure
training is in place to handle every conceivable contingency. Battles will always be dynamic, what
endures is the ability toee patterns, react quickly and get inside the enéen@®ODAoop.3?

Control systems observe (by reading sensors), decide (using a comparator) and act (using

I OGdzZ i2NEUOV®D® ¢CKSNBE Ada y2 W2NASY(IQ FdzyOlno2yd Ly
notice and discover when it is in an unexpected situation (i.e. orient itself), and then work to get

itself back into a reasonable operating band, with the cooperation and collaboration of its peers.

Plan and Prepare&Current military thinking triestody 6 Se€ 2y R WNBIF Ol FyR NBa&LJ
to mission planning. We must both plan to fail and enable recovery. We must also capture the
lessons learned to aid future recovery. Recovery of prior operational capacity can mean changes

to tactics, techniques Y R LINE O S R dzNXB ishow 2 otpaniehitighn8aing rathet tkan {

just individuals.

In 1ISs, analytics can detect both imminent failure of a component, but also circumstances extant
across a fleet of components when a component failed. Thiblesaylobal learning.

Upward communication isften more important than downwardviechanisms must be in place
to communicate knowledge up the chain of command based on actual incidents, including what
has been tried and failed.

In 11Ss, we have to ensutiee kinds of properties driven down to the autonomous edge devices
are policies rather than plans. That is, they include advice about how to make choices in difficult
situations, rather than specific courses of actidhe implication of this is that edgkevices are

GhoaSNIBSE hNRASY(G:I &lfuddgstinto hafighter/ pofs dperat@ & 6hQ &an o6
SESOdziS 2ySQ& hhs! t22L) FIaGSNJ GKIy GKS | ROSNEI NEB
react to unfolding circumstances and in fact create unsettling circumstances fasterhbaadversary

can. (This has also been applied to business management).
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dependent on having appropriate computational elements for the complexity of the kinds of
WNE I O AhyGareleXpéctédit@implement

705 1 was just following orderghis is never a legitimate excuse in the military.

In 1ISs, each componeto the extent possible must make sure it does not violate local safety
doctring, even if it means ignoring direct orders from chain of comm&@.K S Wdzy A i 2y (K
is on the spot both in the physical and legal sense.

There is a chain of commar@dommunications between units must be validated before they are

710 trusted. Obey no commands even if they are issued by a highet officer unless they are
SadloftAaKSR Ay KI { Troyis\established Before ¥t is aekded) and ¥ y R
necessaly hard to changevith very formal procedures placefor transfer between commands.

{AYAEfFNI & LL{&a O2YLRySyita aKz2dzZ R 06S AYyKSNByl

R2 Ol NA y S T of-cgcMup8ates; yt is fngiriitant that they are meciisms not only for
715 verifying they come from a trusted source, but that they make sense now.

33 http://en.wikipedia.org/wiki/Reactive_planning

34 Other doctrine, such as security, privacy, etc. may come into play as well, but safety is the most
important as it is the hardest taecover from.
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11 INTEGRABILITWTEROPERABILITY ABMMPOSABILITY

lISs are assembled from many components from multiple vendors and organizations within a
vendor. To be assemblednto large systems, these multifarious components must
demonstrate3®

T

integrabilityt the capability to communicate with each other based on compatible means
of signaling and protocols,

interoperabilityt the capability to exchange information with each othkeased on
common conceptual models and interpretation of information in context and
composability the capability of a component to interact with any other component in a
recombinant fashion to satisfy requirements based on the expectation of the behaviors
of the interacting parties.

Composability relies on and adds to interoperability and integrability. Integrated components
may have a capacity to communicate with each other but there is no guarantee that they can
exchange information correctly, let alonghether they would have the intuitively expected
behavior. Interoperable components can exchange information correctly but there is no
guarantee their behavior is predictable. To look at this in another way: if an integrable
component is replaced with anlér integrable component, the system may stop functioning; if
an interoperable component is replaced, the system may behave quite differently; if a
composable component is replaced with another with similar specifications, the system behaves
in the same wy.

Example: Two people are integrable if both are able to speak and listen; interoperable if
they spe& the same language; and compdide if they share similar culture and educational
background and can collaborate for specific tasks.

Consider a person as potential pilot in an airplane cockpit. The person is considered
integrable with the airplane cockpit if she fits well in the seat, can view the front horizon,
see the instrument readings and indicators, and reach to all the comttbis includes any
physically fitting adult. The same person is interoperable with the cockpit if she understands
the meaning of the instruments and the intended outcome of the contrdlss includes

any physically fitting enthusiast about piloting. The same person is comigogéth the
airplane cockpit if she is trained for the model of the airplane so that she understands the
meaning of the instruments in context and the behavior of the airplane when she exercises
control over it. One appropriately trained pilot can replasether in operating a plane.

[ISs are large in scale and constructed from many types of components that are each evolving at
an increasingly rapid pace. Components will change from being automatdigg by
themselveswith little or no direct human combl) to autonomous ljaving the freedom taact

% This model is based on Page et @bward a Family of Maturity Models for the Simulation
Interconnection Probleni29]
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independently and they will needto be able to selassemble.rtegrability and interoperability
are inadequate taneet the needs of such systems. \Aleo heeccomposability.

Human interaction and communicatiousing natural languages has proven to be a robust and
dynamic method for composability. This is evident from observing how well two strangers can
communicate on the spot, with minimal preparation for integration and interoperation, and how
well they formgroups collaborating to complete large tasks (or gossiping on Facebook).

Willingly or not componentdesigners have different models of reality with different constraints
and assumptions. Lacking telepathy or shared memory between desigrfemifferent
components meansiodels, constraintandassumptions are not easily communicated or shared.
It is therefore difficult to support the higher levels of communications and interactions beyond
the level of integrability.

Facing this challenge, ewimpose a mental framework for undertaking integrability,
interoperability,andcomposability as different levels of communication or interactemilar to
that taken inConceptual Interogrability [13], an idea grounded in simulation thearnhow to
make different parts of a simulation system interoperéate.

We treat each communication in terms of passing messages containing symbols, similar
concept to natural language. (We will use natural language for examples.) The manner of
communication supporting integrability in messages is well understood, so we focus on
interoperability and composability.

At the base level, we have vocabulary agdtaxt gramman rules on legal word order and the
NEBfFGA2YEAKALI G2 YSFEyAy3ad C2NJ SEFYLX S &aOF NI NI
the meanings of the words themselves to do not change, but the thing that is denoted by the two
examples, which diér only in their syntaxis different. Syntax can be fixed, as they are for the

order of entries in a form, or variable as they are in a sentence where grammar is expressed as a

set of rules.

The next level up is semanticshe meaning of the words themseds. In most languages, each

g2NR OlFly KI @S Y2NB GKIYy 2yS aSyaSs gKAOK Aa {l
meaning in an industrial setting and another in football; we would not expect a safety engineer

to worry about a defensive stratedy a gameTypicallyjn systems design we try to have each

symbol have a unigue contektee meaning, but this can also lead to excessive verbosity as well

as inflexibility.

Database schemas tend to express the semantics of items in the structure afiseaod these
can be used as a kind of translation between different systems. For example, one database may
GFrf1 ro2dzi Wyl YSAaQ gKAES y20KSNJ Y& aSaNs3ld

% The considerations here are similar to those studied under linguistics and the philosophy of language

G2 a1l K2g AG Aa LlRaaAirofsS F2N KdzvYlya (G2 0O02YYdzyA Ol
we can learn new things without actually experiendingm through language, by, for example reading a

book.
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Wil a0 yIFYSQ Aa Odz § dzNetbetnithe Rvd iy viddénl dnthe cuured NI v &
of the person being denoted. e culture,Gd KS Wt | a0 vy andtieQit iskhat o8He @Sy T A
family.

Therefore, to exchange information with natural languages, we need to share some basic
vocabulary (how a word is interpreted in different contexts) and syntax in which the words can
be arranged into structures. This semantic understanding in communic&idhe basis of
interoperability.

Next,we have pragmatics, which is the meaning of a sentemcenext. Thisgenerally depends

on the conceptual model of the world. Pragmatics allows us to understand the import of an
utterance on a particular occasiom speech ac{14] theory (how speech can be treated as a

F2NY 2F FOUA2Yy 03X GKS o0l asS € S@Sfrthd grunts iK e Wt 2 Odz
utterance along with the syntax and semanticstthee defined by the language (as opposed to

0KS dzaS Ay GKAA AyalulyOSoe !620S GKFG Aa GKS
pragmatics’¢ KS FAYFf 1 &8SN) A4 GKS WLISNI20dziA2y>Q ¢
the other paries who hear the locution.

So one way to think about communication is that we want to specify the illocution (what we
AYyiSyR G2 aleéo adzOK GKFG GKS LISNI20dziAz2y o00GKS
0SQ NI GKSNJ (KI y spaker tioes not Sadtrolitie hentabistite df ké listener,

FYR GKS fAaGSYSNI YIe y20 dzasS (KSt1f @idaz A 8BF OF 2N
WAYOBSYGSR GKS AYyUGSNYySGQ YSYS FY2y3 20KSNA®U
Therefore, to exchange information with natural languageschieve the intended effect, we

need

9 to share a common or similar world knowledge (the understanding of the natural world
and culture)

1 the conceptual model, to have the ability of comprehend the meaning in its context
(locution and illocution) and

1 some general expectation of the other party in their understanding of the information
(ilocution) and their reaction (perlocution)behavior.

This pragmatic understanding is the basis for composability.

With this understanding of the different ways compongrcan be assembled to form larger
systems and how they are related to the different levels of understanding in communications,
we can point to the places in this document where each of these elements are addressed:

SAgentdo &SR aedaidsSya 3IASYSNIffe
LISNF2NYSR o6& ¢gle& 2F aleéAry3
made a promise!). See, e.{3]1]

JA jdzA GS | oAl 2F A

a Lt
0KSYZ GKI G nganamelyKSy L
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Levels of Levels of undstanding in Refer to
Communication | communicatios®

Integrability Technical ConnectivityChapterl?2)

Interoperability | Syntax getting the format of the| ConnectivityChapterl2) and Data
messages right Management(Chapterl?3)

Semantics getting the meaning
of the symbols in the messages

right

Composability | Pragmaticsillocutiont Intelligent and Resilier@ontrol
interpreting whatwasintended | (Chapterl5), Safety(Chapter8), and
by the sender DynamicComposition and Automatic

Integration(Chapterl6)

Tablel1-1 Mapping of Levels of Communication to topics in this document

%8 The three levels of understanding in communication discussed here loosely map to the corresponding
levels of interoperability as defined in th@onceptualinteroperability [13], i.e. technical syntactic
semanticand pragmaticunderstandingo technical syntactic semanticand pragmatic interoperability
respectivelyWe use the term understanding in plagkinteroperability here to avoid the confusion that
might be otherwise caused by also using the term interoperability in the levels of communication
(integrability, interoperability and composability). However, phrases suskmaantic interoperabilityvill

be used in other sections of this document.
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12 GONNECTIVITY

Ubiquitous connectivity is one of the kdégundational technology advansethat enable the

Industrial Internet.The seveAayer Open Systems Interconnect (OSI) M¢lB] and the four

layer Internet Model[16] do not adequately represent all Industrial Internet connectivity
825 requirements. An Industrial Internet System is more complex and it is necessary to define a new

connectivity functional layer model that addressesdistributed industrial sensors, controllers,

devices, gateways and other systems.

12.1 ARCHITECTURRDLE

Connectivity provides the foundational capability among endpoints to facilitate component
830 integration, interoperability and composabilifgee Chaptetl).

Technical interoperabilitis the ability toexchange bits and bytesing annformation exchange

infrastructure and an unambiguously defined underlyingetworks and protocolsSyntactic

interoperabilityis the ability to exchange information in a commuaata format with acommon

protocd to structure the data andan unambiguously defined formatfor the information
835 exchange. Syntactic interoperability ngges technical interoperability.

For 1ISs, connectivity comprises two functional layers:

1 CGommunicationTransportlayert provides the means of carrying information between
endpoints. Its role is to providechnical interoperabilitypetween endpoints partipating
in an information exchange. This function corresponds to layers 1 (physical) through 4

840 (transport) of the OSI conceptual model or the bottom three layers of the Internet model
(SeeTablel2-1).

1 GonnectivityFrameworkayern facilitates how information is unambiguously structured
and parsed by the endpoints. Its role is to provide the mechanisms to realigactic
interoperability between endpoints. Familiar aerples include data structures in

845 programming languages and schemas for databases. This function spans layers 5 (session)
through 7 (application) of the OSI conceptual model or the Application layer of the
Internet Model (Sedable12-1).

The data servicesframework in the data management crosscutting function builds on the

foundation provided by the connectivity framework to achieve syntactic interoperability
850 between endpoints. That, in turn, provides the foundationgemantic interoperabilityequired

0 & (yn8micsComposiin and Automated Interoperabilifyas discussed in Chapte8.

The table below summarizes the role and scope of the Connectivity functional layers

Scope of IIC Correspondence | Correspondence | Correspondence to Levels of
Reference to OSI Reference | to Internet Model | Conceptual Interoperabilityl 3]
Architecture (RFC 1127).6]
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Crosscutting Model (ISO/IEC
Function 7498)[15]
Connectivity 7. Application Application Layer| Syntactic Interoperability
Frameworlk_ayer Mechanismintroducesa
common structure to exchange
6. Presentation information. On this level, a
common protocol to structure
5 Session the Qata is u.sed; the formgt of
the information exchange is
unambiguously defined.
Communication | 4. Transport Transport Layer | Technical Interoperability
TransportLayer provides thecommunication
3. Network Internet Layer | protocoksfor exchanging data
between participating systems
2 Data Link Link Layer On this level, a communication
infrastructure is established
1. Physical allowing systems texchange
bits and bytesand the
underlyingnetworks and
protocols are unambiguously
defined.

Tablel2-1 Role and scope of the connectivity functional layers

12.2 KEYSYSTEMOHARACTERISTICS

In IISs, the connectivity function supports several key characteristics:

Performane: High performance connectivity is expected in IISs. The spectrum of performance
ranges from tight suimillisecond control loops to supervisory control arhuman scale. The
performance characteristic is measured along two axes.

1 Latency anditter: The right answer delivered too late is often the wrong answer. Thus,
latency must be within limits and low jitter is needed for predictable performance.

1 Throudhput High throughput is needed when large volumes of information are
exchanged over a short time.

High throughput and low latency are often competing requirements. Low latency and jitter are
often more critical than throughput because |ISs require shedction times and tight
coordination to maintain effective control over the reabrld processes.
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Scalability Large numbers of things in the physical world and endpoints that exchange
information about those things must be represented and managed. ©heectivity function
must support horizontal scaling as billions of things are added into the system.

ResiliencellSs operate continually in a reabrld environment prone to failures. Endpoints
operate in a dynamic fashion and may fail or become diseotaa. Connectivity should support
graceful degradation, including localizing the loss of information exchange to disconnected
endpoints and restoring information exchange automatically when a broken connection is
restored.

Connectivity securityt architectural considerations Information exchange among different
actors within a system takes place over the two abstract layers documentieabiel12-1, both

of which must onsider when designing security solutions, including those of confidentiality,
Integrity, availability, scalability, resiliendeteroperabilityand performance.

Different information exchange patterns used in the connectivity framework, such as request
response or publissubscribe patterns, have different security requirements.

Connectivity Security building blocks Information exchange security among connectivity
endpoints relies on:

1 explicit endpoint information exchange policies

1 cryptographically song mutual authentication between endpoints

1 authorization mechanims that enforce access control rules derived from the policy, and

1 cryptographically backed mechanisms for ensuring confidentiality, integrity, and
freshness of the exchanged information.

A security management mechanismanageghe information exchange policies feaonnectivity
endpoints. They define howto protectexchanged information. For example, they specify how to
filter and route traffic how to protect exchanged data and metaddtathenticate or encrypt
then-authenticate) and what access control rules should be used.

Longevity IISs have long lifetimes, yet components, especially thwsde communication
transport layer, are often built into the hardware and hence are not easjiyaceable. Where
feasible, the connectivity software components should support incremental evolution including
upgrades, addition and removal of componentssHould also support incremental evolution of
the information exchange solutions during thietiycle of a system.

Integrability, interoperability and composability 11ISs comprise components that are often
systems in their own right. Connectivity must support tinéegrability, interoperability and
composability of system components(see Chapterll), isolation and encapsulation of
information exchanges internal to a system component, and hierarchical organization of
information exchanges. In dynamic systeomnectivity should also support discovery of system
components and relevant information exchanges for system composition.

Operation 1ISs generallyequire maintaining continuousperation (see Sectior.3). Hence, it
must be possible to monitor, manage and dynamically replace elements of the Connectivity
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function. Monitoring may include health, performance, and service level characteristics of the
connectivity funtion; management may include configuring and administering the capabilities;
dynamic replacement may include being able to replace hardware and or software while a system
is operating.

12.3 KEYFUNCTIONACHARACTERISTICS OE@BNNECTIVITMRAMEWORKAYER

The connectivity frameworklayer provides a logical information exchange service to the
SYRLRZAY(Ga LINIAOALI GAY3I Ay Lty AYyF2NXYIGAZ2Yy SE
information exchanges, and use that knowledge to improve information delivery.atiagical

functional layer on top of the communication transport layer and should be agnostic to the
technologies used to implement communication transports.

The key role of theonnectivity frameworks to providesyntactic interoperabilityamong the
endpoints. Information is structured in a common and unambiguous data format, independent
of endpoint implementation, and decoupled from the hardware and programming platform. The
connectivity framework addresses service discovery, information exchangermat(such as
peerto-peer, clientserver, publisksubscribe), data quality of service, and the programming
model.

Discovery angermissions To supporimore intelligent decisionsthe discovery, authentication
and accesto services (including information exchanges) must be automated.

A connectivity framework should provide mechanisms to discover:

1 The services availabéand their associatrequired or offered quality of service
1 The data formats associated with the services
1 The endpoints participating in an information exchange

Theconnectivity frameworldiscovery mechanisms should proviaeneans to:

1 Authenticate endpoints before allowing them to participate in an information
exchange

1 Authorize permissionge(g.read, write) granted to the endpoints participating in an
information exchange

Data exchangepatterns A connectivity framework should support the following information
exchange patterns, typical of IIS.

1 Peerto-peeris a symmetric information exchange pattern betweendpoints without
any intermediary or broker. It can provide the lowest latency and jitter information
exchange between endpoints.

1 Clientserveris an asymmetric information exchange where endpoints are classified into
GOt ASy ¢ 2N daSiNGSOEY NRY S@xt 4SS alOf a SNIDA OS
SYRLRAY(Ga&a AY (GKS GASNISNE NRf{Sd® !y SYyRLERZAYI
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CKA& LI GOSNY Aa a2YSGAYSaA | INSAINEES BNB R @A
NBalLR2yasdtemaidetsS LI

1 Publishsubscrite is an information exchange pattern where endpoints are classified into
GLIJz0f AAKSNBEE 2N) G&addz0 AONAOSNEE D | -Kntwa f A & KS N
G2LIAO ¢oAGK2dzi NBEIFNR TFT2N) &ddzo a ONFatioSfeEnd | & d
the welkknown topic without regards for publishers. Thus, the topic acts as a channel that
decouples the publishers form the subscribers. The result is loosely coupled endpoints
that can be replaced independently on one another. An endpoiay iwperate in both a
publisher and subscriber role. Thispattévri 42 YSGAYSa | f a2 NBETFSNNB
pattern.

Dataquality ofservice Different information exchanges have varying requirements on how the
information is delivered. This neimnctional aspect of the information exchange is referred to as
the quality of service (Qo0S).

A connectivity framework should support many of the following information exchange QoS,
categories

Deliveryrefers to the delivery aspects of the information. Thasdude

1 At most once deliveryVariations includdire-and-forget or best effortsdelivery, and
Gt GSad dz2aARFGS¢ RSEAGSNE® ¢KAA A& UGBLMAOI T
1 At least once deliverysometimes also referred to as reliable delivery. This is typical of
events and notifications.
1 Exactly once deliveryThis is typical of job dispatching, and sometimes referred to as
G 2 yaddonlyz y OS¢ RSt AOSNE o
Timelinessrefers to the ability of theconnectivity framework to prioritize one type of
AYF2NNIEGAZ2Y 20SNI FY20KSNE YR AYF2NY G0KS SyR

Orderingrefers to the ability of the connectivity framework to present in the information in the
order it was praluced, or received, and collate updates from different things in the system.

Durability refers to the ability of the connectivity framework to make information available to
late joiners, expire stale information, and extend the lifecycle of the informaimyond that of
the source when so desired, and survive failures in the infrastructure.

Lifesparrefers to the ability of the connectivity framework to expire stale information.

Fault Toleranceefers to the ability of the connectivity framework to ensutteat redundant
connectivity endpoints are properly managed, and appropriate failover mechanisms are in place
when an endpoint or a connection is lost.

Securityrefers to the ability of the connectivity framework to ensure confidentiality, integrity,
authenticity and nonrepudiation of the information exchange, when so desired.
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tKS O2yySOiUAGAGE FdzyOlAzyQa LISNF2NXIFyOS IyR
the communicationtransports layer. Therefore, themnnectivityframework layer musintroduce
minimal overhead in providing the information exchange QoS and must have minimal impact on
the overall performance and scalability.

Programming ModelllSs typically involve multiple components, developed by multiple parties
over time, with a vaety of programming languages.

A connectivity framework must provide an-4ambiguously documented programming model, in
multiple programming languages, commonly usethim different parts of arlS, such as C/C++,
Java, C# and so on.

12.4 KEYRUNCTIONACHARACTERISTICS OF THEIMUNICATIONRANSPORIAYER

The communication transport layer transparently provideshnical interoperabilitamong the
endpoints. The communication transport must address endpoint addressing; modes of
communication; network topologywhether endpoints will be connected in a virtual circuit or
connectionless, mechanisms to deal with congestion such as prioritization and segmentation, and
with timing and synchronization between endpoints.

Networkaddressing Each node in an IIS can heume or more components, each with one or
more connectivity endpoints. Each node is identified by an address that can be locally unique and
possibly globally unique. A node, and hence the endpoints residing on it, may be reachable via
multiple addressesThe addressing scheme and associated infrastructure should be able to
support billions of devices.

Communicatiormodes A communication transport can support one or more of the following
communication modes:

1 Unicastfor on-to-one communication between twendpoints
1 Multicastfor oneto-many communication between endpoints

o

a

f Broadcasforoneto-l £ £ O2YYdzyAOFGA2Y 060S0i6SSYy SYRLIRZAY

endpoints present on the communication transport network at the time of transmission.
Topology Comnunication transport may have one of the network topologies below:

1 point-to-point

1 hubsandspoke

9 meshed

9 hierarchical

9 acombination of the above
It does not preclude others.

Communication transport gatewaysee below) can be used to link multiple networks and
communication topologies, to form more complex topologies.
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Span A communication transport network in the logical architecture view may span across
multiple physical geographies. In the physical viauggical communication transport network
may span just the local area (LAN), or span across large geographic distances (WAN), or span

somewhere in between (MAN).

Connectedness-or interactions betweerendpointsthat require high degree of scalabilitipw
latency and jitter, the design of connectivity function should give careful consideration to the
choice of connectioriented and connectionless mode obmmunicationtransport and its
specific implementation. For example, UDP as a connectiog@seunication transportis
usually chosen for low latency and jitter applications in typical network settings in comparison to
TCP as its connectiairiented counterpart, largely due to the retransmissionalebnd other
overheads in TCRn the other hand,n a network with complex topology and high variation of
traffic loads, connectioriented communicationtransport may offer less jitter by providing a

G DA NI dzl £ OA NDdzA (0 €

[ISs call for new connectiarriented communication transportthat do not suffer the drawbacks

0 SKI @A 2ghathi K I G

NB RdzOS &

that are found in TCP today. When using a connectionlessimunicationtransport, the
connectivity frameworldesign needs to halle failures in the transportaused for examplepy
lossof or out of order packets. Consequently, designangpnnectivityframeworkbased on the
connectiororiented transport may preclude it from providing a connectless information

exchange.

Prioritization IISs often need a way to ensure that critical inforimiatis delivered first, ahead of

0KS ¢

non-critical information. The communication transport function may provide the ability to
prioritize some byte sequences over others in the information exchange between endpoints.

Network SegmentatianiSs often need a wao separate information from different functional

domains over the same communication transport network. The communication transport
function may provide the ability to segment a communication transport network, to isolate
different functional domains ahto isolate one set of information exchanges from another.

Timing & SynchronizatiorlSs often need a way to synchronize local endpoint clocks over a
communication transport network. Many methods are in use today, including NTP or PTP based
time synchonization and GPS clocks, and new approaches are in development. The
communication transport function may provide ability to synchronize time across the network.

12.5 CONNECTIVITEATEWAYS

LL{& ySSR (2 AydS3aINIGS Ydz (A LHNE nevankeytigiy 2 3 A S &
technologies may need to be integrated as wélahtewayscan be used to bridge one or more
connectivity technologies. This gateway concept is shown in the figure below.
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Figurel2-1 Connectivity Gateway Concept. A connectivity core standard technology (baseline) is one that can satisfy
all of the connectivity requirements. Gateways provide two functions (1) integrate other connectivity technologies
used within a functional domain, Y ihterface with connectivity technologies in other functional domains.

To keep the reference architecture manageable, within a functional domain, a connectivity
G§SOKy2t238 adlyRINR Aada OK2aSy Fa (KS ol asStay

stand NRé¢ ® DI (iS¢l &a IINB dzaSR (2 ONAR3IS 20KSNJ @
standards used in other functional domains.

There are twaypesof commonly deployeadonnectivity gateways:

1 Gommunication transport gatewaysxpand the logicaspan of commnicationsacross
transport networks. Theyare transparent to the payloadnd do not make any logical
changes to the payload.

1 onnectivity framework gatewayxpand the logical span of connectivity across
connectivity framework technologies. They presetive logical structure of data, but may
change the representation (e.g. binary format vs. string format).

Connectivity gteways providethe architectural construct to incorporate newonnectivity
technologies thawill becomerelevantin the future.Theyallow the possibility to pivot to a new

baseline core standard that better satisfies the requirements, thus providing a stable foundation

'Y OK2 NB Rof-o\NB SIRS aliSOKy 2t 23ASa @l AflofS G2RIeéx
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