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Most industrial automation applications demand high reliability and availability for control 

devices and associated input and output (I/O) elements. The first discrete Programmable Logic 

Controller by Modicon (now Schneider Electric) was introduced in 1968 and Allen-Bradley, in 

1971, coined the term PLC. Since then PLCs have been widely adopted as the means of control in 

production lines in the manufacturing industry. Although they generally employ an array of PLCs 

to execute I/O controls precisely, each PLC needs communication ports and a controller unit, 

making it bulky and expensive. It is also expensive to update programs once deployed.  

In a factory, thousands of PLCs could be deployed connecting to the I/O within a production cell. 

Dependent on the use cases and latency requirements, connectivity is provided by field bus 

systems and industrial Ethernet connections which are specified in IEC 61158. Only a subset of 

these protocols is real-time capable like Profinet, Ethernet/IP and EtherCAT, which modify and 

adapt ISO/OSI layer 2 (MAC/DLL) to achieve very low latencies. Dependent to the use case cycle 

times for closed-loop control systems which require real-time network capabilities, typically 

range from 100 µs to 10 ms, as shown in Figure 1. 

 

Figure 1: Typical cycle times for closed-loop control systems. 
 

In recent years, we see the digital transformation of the manufacturing industry driven by 

concepts such as Industrie 4.0 (I4.0) and Industrial IoT (IIoT) towards higher levels of autonomy, 

increased efficiency and flexibility (batch size one). As a consequence, the demand for compute 

performance, storage capacity and network bandwidth in the manufacturing industry is 

significantly increasing. New technologies such as edge/cloud computing, 5G, Time-Sensitive 

Networking (TSN) and Deterministic IP Networking (DetNet) have been adopted by the 

manufacturing industry, which has led to an architectural change and consolidation of the 

traditional layers of the manufacturing pyramid, as shown in Figure 2. 
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Figure 2: The manufacturing industry is adopting edge computing for ITC/OT convergence. 

Virtualization is the ability to separate logical functions (software) from the physical devices, and 

to run on commercial off the shelf (COTS) hardware. It is either done by using virtual machines 

running on a hypervisor or by using containers (e.g., dockers). IT virtualization has reduced costs 

while increasing flexibility and scalability. In the manufacturing world, Enterprise Resource 

Planning (ERP), Manufacturing Execution Systems (MES) and supervisory control and data 

acquisition (SCADA) have been virtualized over the past years and the virtualization of the Control 

layer is the next logical step in digital transformation. 

With edge computing resources still located relatively close to the machines on the shop floor, it 

is possible to meet the stringent requirements of very low latency and very short control cycles. 

In this paper, we assume that the edge and cloud computing infrastructure are both located on-

premises, within the factory or plant, as shown in Figure 2. This enables a paradigm shift, 

interconnecting a large number of vPLCs to improve operational efficiency. Although vPLCs have 

only been adopted sporadically on compute constrained elements today (e.g., on gateways or 

industrial personal computers), this architecture could gain importance in the future. 
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1 THE INTEGRATED, EDGE-BASED ARCHITECTURE 

The following situation is conceivable: discrete PLCs are removed from the shop floor and their 

control functions are hosted in an edge data center in the form of vPLCs, with suitable computing 

capacities and network connection to the automation system. Servers already provided a lot of 

resources to process hundreds of vPLCs at the same time, but where not able to adequately 

address OT industry requirements for reliability and real-time behaviors. But this is no longer an 

issue and severs are able to run real-time and mixed critical workloads at scale. Only the I/O stays 

local and close to the machines, sensors, actuators and drives. Besides industrial control these 

developments can also be beneficial for other OT tasks and workloads as shown in Figure 3. 

 
Figure 3: PLCs and other applications transform to virtualized environment at the edge. 

With no functional changes, an integrated architecture dramatically decreases capital and 

operational expenditures compared to a decentralized architecture based on individual PLCs, 

since a large number of virtualized PLCs can be hosted on a single server. 

A clear difference between vPLCs and conventional PLCs can be seen in the flexibility and 

expandability. By virtualizing control functions and running them in the edge data center, 

interactions between virtual controllers become simpler. The communication among virtual 

controllers can be implemented by functional calls within a single server, which increases 

reliability and scalability compared with the traditional communication between physically 

separated PLCs. It dramatically facilitates update and re-design of the production line. With 

virtual control functions running in the data center, it behaves as a “digital twin” of the 

production line, which helps to simulate and predict the behavior of the physical counterpart.  

The possibility of accessing the data from the field level in the edge data center means that 

controls and data analytics can be carried out in real-time, which is ideal for diagnostics, 

maintenance, optimization and intelligent reactions to changes in the automation system. The 

big data analysis doesn’t run “on” but “parallel to” the controls on the same edge servers. 

Therefore, modern AI and machine learning algorithms could be applied here without interfering 
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with the existing control process. Since the control functions are to be hosted on the same edge 

infrastructure, feedback loops from data analytics to the control can also be implemented here, 

thus opening up new optimization options. Figure 4 shows the potential architecture of a 

hypothetical automation platform. 

 
Figure 4: Automation platform architecture. 

To enable real-time traffic between vPLCs and the I/O, new deterministic networking standards 

are available, such as IEEE 802.1 Time-Sensitive Networking (TSN), IETF Deterministic IP 

Networking (DetNet) or 3GPP 5G Ultra-Reliable Low-Latency Communication (URLLC). In some 

countries, companies can acquire dedicated local frequency spectrum to build up private 5G 

campus networks. The 5G core system is already running on cloud infrastructure and in case a 

mobile robot or machine should be controlled remotely, the vPLC can run side-by-side on the 

same cloud infrastructure instead of connecting back to a discrete and 5G-enabled PLC 

somewhere in the factory network. 

With this harmonized edge/cloud infrastructure, OT tasks can be flexibly orchestrated and 

deployed where needed. The software configures, monitors and manages the machine and its 

processes. This concept is known as Software-Defined Manufacturing and increases the level of 

automation in factories even further. While this area, was fairly quiet for a number of years, now 

the autonomous factory is emerging, in which the manufacturing processes themselves become 

intelligent and transparent. 

2 IMPLEMENTATION CONSIDERATIONS OF INTEGRATED ARCHITECTURES 

Why is this architecture not (yet) prevalent? Surveys have identified four arguments: 
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1. The current architecture is tried and tested: The cost advantages, flexibility and 

optimization are desirable, but the gains are not worth it. “Never touch a running system” 

except when there are significant gains in capital and operational expenditures. 

2. Service-level agreement and liability: The factory and plant operators bought a “closed” 

solution from the vendor or system integrator. This often has closed interfaces, so the 

machine cannot be adapted to a different control architecture. If the machine is not 

working as expected, the vendor or system integrator must fix it. 

3. Technological risks: The reliability and determinism of integrated server platforms are not 

trustworthy enough to outsource critical control functions to them. The response time of 

controllers in an edge data center may also be unreliable due to the network.  

4. Organizational hurdles: To implement an integrated platform of this kind, the control 

specialists need new skills. The distribution of competencies in the company is often 

incompatible with an integrated architecture. 

The advantages of virtualization of control at the edge must be judged for each application. Edge 

computing infrastructure is particularly worthwhile for applications that place high demands on 

flexible production processes and reactive process changes as part of an Industry 4.0 strategy 

(batch size one). The technological risks are quite challenging, but some recent developments 

show what is already possible here: 

1. Real-time operation systems and hypervisor solutions already offer mechanisms for 

guaranteed robust partitioning of resources such as CPU cores and cache for current 

multicore CPUs, so that instead of virtualization and the associated runtime fluctuations, 

real-time performance like 'bare metal' can be achieved. The more cores, the more real-

time applications can be run simultaneously and independently of one another. 

2. Hardware-supported network virtualization of the local Ethernet interface(s) enables 

several applications to use the network resources on the same server independently of 

one another and required bandwidth in the network is available in real time. Time 

Sensitive Networking (TSN) and Deterministic IP provide the mechanisms in the network 

to transport real-time data from different applications independently and without 

interference with guaranteed latency through an Ethernet network. 

3. For various fieldbus protocols such as Ethercat and Profinet, specifications are already 

available to define 'tunneling' via TSN. This enables I/O at the field level to communicate 

with the vPLCs in the edge data center through one network, as if they were directly 

connected via the fieldbus. 
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4. There is a strong trend towards manufacturer-independent interfaces for application and 

management. The current specification work in the Motion Working Group of the OPC 

Foundation aims to ensure vendor-independent interoperability between controls and 

motion control devices (drives, I/O) based on OPC UA Publish/Subscribe. Similar 

standards for manufacturer-independent interoperability based on OPC UA and TSN have 

already been adopted by other industrial consortia and associations (e.g. Euromap and 

OPAF). Manufacturer-independent management interfaces may also play a role. 

With these mechanisms, technologies and standards, the integrated and edge-based 

architecture can be implemented, as it already is in various test beds and demonstrators. Nothing 

changes in the model of the control with regard to programming and runtime behavior: The IEC 

61131 programming model can be used unchanged, even if the resulting control application is 

implemented as a vPLC. 

Finally, the organizational challenges are non-negligible. The configuration, commissioning and 

maintenance of an edge platform for hosting vPLCs requires new skills from the admin team. 

Also, the work split may be different, as the lifecycle of the control applications remains the 

domain of the experts for these applications as before, while the IT department takes care of the 

installation and maintenance of the edge servers and the hosting infrastructure running on them. 

The essential interfaces, which ensure robustness and determinism in accordance with the 

requirements of the automation industry, must be contained in a correspondingly certified edge 

computing platform product, because this competence is usually neither with the experts for 

controls nor in an IT department. 

3 CLOSING CONSIDERATIONS AND OUTLOOK 

A consistently integrated edge-based architecture for controls in automation is currently not 

state-of-the-art. The current architecture, in which most controllers are implemented directly in 

its application as a hardware PLC, is well established. However, if there is a need for more 

flexibility, the methods and technologies for integrating the virtualized controls in an edge 

computing architecture with edge nodes and edge data centers can offer great benefits. 

Certainly, there are challenges ahead for full PLC virtualization to become a reality. For example, 

there are fundamental differences between the deterministic nature of PLCs and the un-

deterministic, performance-focused nature of other traditional cloud services, e.g., office 

applications. Full PLC virtualization is unlikely to occur without one or more vendors getting 

involved in this technology shift. The vendors that create this reality would have greater market 

influence as the “VMWare of OT”.1  

 

1 https://www.dragos.com/blog/industry-news/programmable-logic-controller-virtualization/ 

https://www.dragos.com/blog/industry-news/programmable-logic-controller-virtualization/
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Although using virtual PLCs in industrial control opens up an opportunity to integrate all the 

advancements in ICT technologies developed recently, the adoption rate in the manufacturing 

industry can be improved. We recommend considering vPLCs for green-field deployments. To get 

the maximum benefit, they should be integrated with actuators and sensors on the production 

line, and the controller-with-vPLCs should be part of the Smart Factory supporting subsystems. 

A recent blog post from IoT Analytics reflects that the current status of vPLCs for the 

manufacturing industry is quite good.2 The key findings can be summarized as follows: 

• The promise of virtualized workloads (specifically, virtualized PLCs) is real and will likely 

change how operators automate their production lines, buildings, or similar spaces in the 

future. 

• One-third of automation budgets are now being dedicated to digitalization activities, 

including connecting disparate assets, performing data visualization and analytics, 

upgrading control systems to meet enhanced data needs, and modernizing equipment 

and software. 

• However, the trend toward vPLC is not yet a top priority among automation users. The 

majority indicated that they would stick to their existing and trusted PLC vendors and wait 

until they are ready for a virtualized solution. 

• Some automation users have indicated that they would be willing to pay more for their 

vPLCs compared to a discrete PLC setup because of the promise of additional cost savings 

in system maintenance and potentially higher reliability. 

• For large-scale adoption, potential risks have to be further mitigated while the potential 

benefits and savings need to be maximized. 

It’s also worth mentioning that there are open-source projects, such as Eclipse and StarlingX, 

covering vPLCs. Huawei is currently performing proof-of-concept validation in the process 

industry and in factory automation. Some promising results can be found in a paper co-published 

with Festo.3 

4 RELATED PRESENTATIONS IN IIC 

“Deterministic IP enabling virtualized PLC at the Edge”, IIC Innovation TG, July 28th 2020 

https://engage.iiconsortium.org/wg/AllMembers/document/previewpdf/22201 

 

 
2 https://iot-analytics.com/software-based-plcs-revisiting-industrial-innovators-dilemma/ 
3 http://opendl.ifip-tc6.org/db/conf/cnsm/cnsm2019/1570581161.pdf 

https://www.eclipse.org/4diac/
https://www.starlingx.io/
https://engage.iiconsortium.org/wg/AllMembers/document/previewpdf/22201
https://iot-analytics.com/software-based-plcs-revisiting-industrial-innovators-dilemma/
http://opendl.ifip-tc6.org/db/conf/cnsm/cnsm2019/1570581161.pdf
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